pears to have been caused more by
income growth than by financial
liberalization. Also, after financial
innovation, economies with more
perfect capital markets experience:
1) a smoother decline in consump-
tion when the economy moves into
recession; 2) a slower consumption
recovery; and 3) a larger cumula-
tive consumption loss.

Cecchetti and Kashyap study
20 years of monthly production
data for 11 industries and 19 coun-
tries, and uncover eight recurring
patterns of international business
and seasonal cycles: 1) A tremen-
dous amount of volatility in pro-
duction in explained by seasonal
shifts. In France and Italy, for ex-
ample, output falls steeply in the
vacation month of August. 2) Sea-
sonal shifts are not very highly cor-
related across countries. 3) The
country-level differences are larger
than the industry-level patterns in
seasonality. 4) There are consider-
able differences in the timing and
magnitude of business cycles
across countries. 5) Except for tex-
tiles, transportation equipment, and
to a lesser extent, chemicals, the
seasonal cycle in production is sig-
nificantly less volatile during a
business cycle boom than during a
contraction. 6) There are significant
cyclical/seasonal interactions com-
mon to all industries in a given
country for about one-third of the
countries. 7) In relative terms, the
estimated interactions that are com-
mon to countries are larger than
those common to industries. 8) The
reallocation of production from
high-output months to low-output
months, which typically occurs in
moving from a business cycle
trough to a peak, sometimes is
quite large.

Elliott and Fatas analyze the
transmission of shocks across
countries, and how investment and

the current account respond differ-
ently depending on the degree of
propagation of shocks. The authors
estimate a structural model for the
Japanese, German, and U.S. econo-
mies in which productivity shocks
propagate through trade. They find
that shocks to the United States
propagate quickly to the other two
economies, while German and Jap-
anese shocks have little impact on
other countries’ productivity. Fur-
ther, productivity increases lead to
booms in domestic investment and
current account deficits. However,
foreign investment tends to react
positively to productivity shocks,
even when the shock is purely na-
tional. The authors also find quan-
titative differences among the three
countries in the response of their
current account and investment
growth rates to changes in domes-
tic productivity. They interpret this
as evidence of different degrees of
capital mobility among the countries.

Bottazzi, Pesenti, and van
Wincoop investigate the impact of
fluctuations in the return to human
capital on the composition of inter-
national asset portfolios. Their
model applied to a large set of
OECD countries accounts for an
average bias of 30 to 35 percentage
points toward domestic securities.
The results are quantitatively simi-
lar when a “fundamentals” ap-
proach is adopted to compute the
returns to domestic capital from
data on aggregate operating sur-
pluses; when data on equity re-
turns are used directly; and when
data on stock returns, long-term
government bond yields, and short-
term deposit rates are combined to
evaluate the overall payoff of a
claim on a country’s productive
resources.

The recent enlargement of the
European Union has been accom-
panied by an intense public debate

on the gains and losses accruing to
each of the old member countries,
and the reallocation of power and
transfers that would countervail the
direct economic effect. Casella
asks whether countries of different
sizes participating in a trade bloc
gain differently from the entry of
new members. She theorizes that
gains will be distributed dispropor-
tionately in favor of small coun-
tries, because the enlargement of a
trade bloc diminishes the impor-
tance of the domestic market, and
thus the advantage enjoyed by
large countries. Her empirical anal-
ysis of trade flows toward Spain
and Portugal after their 1986 entry
into the European Community con-
firms that: with the unexplained ex-
ception of Italy, the largest increase
in trade, and thus the largest wel-
fare gains, were experienced by the
small EC countries.

Throughout postwar history, im-
migration to Western Europe has
been numerically significant, and it
is projected to gain in importance
in years to come. The key to the
integration of immigrants is the la-
bor market; native and migrant
workers have disparate skills. In
the absence of a countervailing im-
migration policy, migrants primari-
ly will compete directly with manu-
al laborers. In Europe, manual and
nonmanual laborers face distinc-
tively different mechanisms of
wage and employment determina-
tion. Generally, unions act as the
agent for manual workers in this
process, although there are a num-
ber of different institutional ar-
rangements. Schmidt and Zim-
merman analyze how the relative
labor market outcomes of manual
workers in Europe are affected by
immigration, and how the explicit
setup of wage determination influ-
ences these effects.
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Also participating in this confert
ence Were: Lorenzo Bini-Smaghi
and wolfgang Schill, European
Monetary Institute; Bernhard Ifel-
derer, Institit fiir Hohere Studien;
Martin Feldstein, NBER ar}d I-;an
vard University; Klaus Fne(‘irlch,
Dresdner Bank; Francesco Giavaz-
4,i, Bocconi University; Robert J.
G;)rdon, NBER and Northwestern
University; Otmar Issing, Deutsehe
Bundesbank; and Guido Tabellini,

[nnocenzo Gasparini Institute for

Economic Research.
These papers and their discus-
will be published in a special

sions i
of the European Economic

edition
Reviel.

Additional Paper

This Additional Paper is not
an official NBER Working Paper
but is listed here as a conve-
nience to NBER researchers and
prospective readers. Additional
papers are free of charge to Cor-

orate Associates. For all oth-
ers there is 2 charge of $5.00

er Additional Paper request-
ed. (Outside of the United
states, add $10.00 for postage
and handling.) Advance pay-
ment is required on all or-
ders. Please do not send cash.
Request Additional Papers by
name, in writing, from: Addi-
tional Papers, NBER, 1050 Mas-
sachusetts Avenue, Cambridge,
MA 02138-5398.

«gudgets a8 Dynamic Gate-
keepers,” by Harold Pollack
and Richard J. Zeckhauser

L/_/——

Bureau News

lertoni, NBER and

.. Steven D. Levitt, NBER and
- Harvard University, “The Effe
. ‘Prison Population Size on. Crint
+Rates: Evidence from Prison. -
yvercrowding Litigation” (NB
Yorking Paper No. 5118)
‘Discussant: =
- Whaldfogel,- NBER-and.:
niversity ...
lorencio Lopez-de-Silanes,
\ a_rd‘Uni\}ersitY;
drei Shleifer; NBER and
Jarvard University; and -
tobert W. Vishny, NBER:an
Jniversity. of Chicago,

- “Privatization in the United Stat

J. Auerbach, NEER a
rersity-of California, Ber

Bovenberg and Goulder ask
what the optimal rate of environ-
mental taxes would be in an econ-
omy with other distortionary taxes.
They find that the optimal environ-
mental tax rate will be lower as the
distortions posed by other taxes in-
crease. Their numerical results sug-

gest that previous studies may have
overstated the optimal carbon tax
seriously by disregarding preexist-
ing taxes.

Levitt uses the status of prison
overcrowding litigation in a state as
a proxy for changes in the prison
population. Overcrowding litiga-
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tion has a negative effect on prison
populations, but is unlikely to be
related to fluctuations in the crime
rate, except through that effect.
Levitt estimates that for each reduc-
tion in the prison population brought
about by prison overcrowding liti-
gation, the total number of crimes
committed increases by approxi-
mately 15 per year. The estimated
social benefit from eliminating
those 15 crimes is approximately
$45,000 per year, substantially
above the costs of incarceration.
His estimates imply that the so-
cially optimal prison population is
roughly 15 percent (or 200,000
prisoners) above the current figure.

In the United States, the two
principal modes of producing local
government services are inhouse
provision by government employ-
ees and contracting out to private
suppliers, also known as privatiza-
tion. Lopez-de-Silanes, Shleifer,
and Vishny empirically examine
how U.S. counties choose the
mode of providing services. They

find that state clean government
laws and state laws restricting
county spending encourage privati-
zation, whereas strong public
unions discourage it. This is incon-
sistent with the view that efficiency
considerations alone govern provi-
sion, and points to the important
roles of political patronage and
taxpayer resistance to government
spending.

Anderson and Meyer examine
the effects of unemployment insur-
ance experience rating on layoffs.
They find that incomplete experi-
ence rating is responsible for over
20 percent of temporary layoffs.
They also confirm the correlation
found in past studies between
proxies for experience rating and
layoffs.

Gordon and MacKie-Mason
study the role of income shifting,
both domestic (between the per-
sonal and corporate tax bases) and
cross border (through transfer pric-
ing). Countries need cash-flow cor-
porate taxes as a backstop to labor

taxes in order to discourage indi-
viduals from converting their labor
income into otherwise untaxed cor-
porate income. The authors ex-
plore how these taxes can best be
modified to deal with cross-border
shifting as well.

Feldstein’s analysis of the dead-
weight loss of the income tax em-
phasizes the induced change in
taxable income (including the ef-
fects of deductions and exclusions)
instead of the traditional emphasis
on changes in labor force participa-
tion and hours. Using the NBER’s
TAXSIM model calibrated to 1994,
he finds that a marginal increase in
tax revenue achieved by a propor-
tional rise in all personal income
tax rates involves a deadweight
loss of nearly $2 per incremental
dollar of revenue. Repealing the
1993 increase in tax rates for high
income taxpayers would reduce the
deadweight loss of the tax system
by $24 billion while actually in-
creasing tax revenue, he concludes.
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Dwyer finds that skill differ-
ences between plants, which are
measured by wage differences, can
account for approximately 15 per-
cent of the dispersion in plant pro-
ductivity levels in the textile indus-
try. As much as half of the ob-
served dispersion in plant produc-
tivity levels is transitory, which sug-
gests that much of this dispersion
could be the result of reporting er-
ror. Nevertheless, a portion of the
dispersion reflects real quality dif-
ferences across plants; plants that
are measured as being more pro-
ductive expand faster and are less
likely to exit.

Roberts and Supina use panel
data from the U.S. Census of Manu-
factures to study the pattern of out-
put prices at the plant level for 13
products. They find that price dis-
persion varies across products but
changes relatively little over time
for a given product. Qutput prices
are correlated negatively with plant
size and positively with estimates
of a plant's marginal cost for virtu-
ally every product. Cost shocks
common to all producers of a
product—for example, increases in
raw material prices experienced by
gasoline refiners, newsprint manu-
facturers, and coffee roasters—are
reflected almost fully in output pri-
ces while plant-level cost shocks

Stiglitz Is Named
to Lead Economic
Advisers

President Clinton recently
named Joseph E. Stiglitz chair-
man of his Council of Economic
Advisers. Already a member of
the council, Stiglitz is on leave
from Stanford University and the
NBER, where he was a research
associate in the Programs in Pub-
lic Economics and Economic
Fluctuations.
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are not. This is consistent with
competitive output markets, com-
bined with persistent differences
among producers in quality of
product.

Doms, Dunne, and Troske use
a number of data sources to exam-
ine the plant-level patterns of
worker skills and technology. With
detailed information on over
34,000 employees working in 358
manufacturing plants, and data on
over 3300 plants spanning 1977-
92, the authors conclude that tech-
nologically advanced plants rely
more on educated workers, and
generally use a higher fraction of
workers in skilled occupations.
Technologically advanced plants
also pay higher wages to produc-
tion workers and to technical/cleri-
cal/sales workers. The most tech-
nologically intensive plants shifted
their employment toward more
skilled workers between 1977 and
1992. However, the most techno-
logically advanced plants experi-
enced the smallest increase in the
wages of nonproduction workers
relative to production workers over
this period.

Das, Olley, and Pakes estimate
the quality of U.S. televisions using
price and market share data from
1978-88. They hope to provide a
partial answer to why U.S. firms ex-

ited the TV industry even though it
was not declining; as a conse-
quence, foreign firms penetrated
the industry through imports as
well as via direct foreign invest-
ment. During the quota restrictions
or Orderly Market Agreement peri-
od, U.S. quality was relatively high
as compared to after that period.
Low prices and relatively higher-
quality brands from the Far East
seem to have wiped out low-price,
lower-quality U.S. brands. Dutch
brands, although of high quality
per dollar, had a restricted market
share because of their high prices.

Gray and Shadbegian use
plant-level Census data for the pa-
per, oil, and steel industries to see
how pollution abatement costs af-
fect productivity. Large, capital-in-
tensive plants are affected more by
regulation, spending a larger share
of their total costs on pollution
abatement than smaller plants in
the same industry. The authors find
that plants that spent more on pol-
lution abatement had lower levels
of productivity, but that the ap-
proach to pollution control was im-
portant. That is, plants that rede-
signed their production processes
did better than those that relied on
traditional “end-of-pipe” abatement
methods.




Peek and Rosengren examine
formal regulatory actions and clear-
ly identify a supply shock that
caused an abrupt decline in bank
lending not attributable to demand.
Further, they find that this de-
creased lending occurred at institu-
tions (and in lending categories)
that serve the type of firm most
likely to be dependent on bank fi-
nancing. This decline in lending to
small businesses was probably a
contributing factor to the unprece-
dented increase in business failures
in New England.

Garcia and Schaller ask wheth-
er monetary policy has the same
effect regardless of the current
phase of the business cycle. For
example, if the economy is in a re-
cession, do declining interest rates
increase the probability of an ex-
pansion? They find that changes in

interest rates have larger effects
during recessions. Interest rates
also have substantial effects on the
probability of a switch from reces-
sion to expansion, or vice-versa.

The amount of information in
the yield curve for forecasting fu-
ture changes in short rates varies
with the maturity of the rates in-
volved. Spreads between certain
long and short rates appear to be
unrelated to future changes in the
short rate. Rudebusch estimates a
daily model of Federal Reserve in-
terest rate targeting; when accom-
panied by the rational expectations
hypothesis, it explains the varying
predictive ability of the yield curve,
and elucidates the link between
Fed policy and the term structure.

Chari, Christiano, and Kehoe
focus on three operating character-
istics of optimal policy suggested

by the literature on Ramsey taxa-
tion in stochastic neoclassical
growth models. Under the optimal
policies, labor tax rates are con-
stant, nominal debt absorbs shocks
to the government budget con-
straint, and nominal interest rates
are low and constant.

Bernanke and Mihov develop
an approach to extracting informa-
tion about monetary policy from
data on bank reserves and the fed-
eral funds rate. Their methodology
can be used to compare and evalu-
ate existing indicators of monetary
policy and to develop an “optimal”
measure. Their new measure of pol-
icy stance conforms well to qual-
itative indicators of policy; innova-
tions to their measure lead to rea-
sonable and precisely estimated dy-
namic responses by variables includ-
ing real GDP and the GDP deflator.
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Hanushek, Rivkin, and Taylor
use a new method to investigate
the effectiveness of school resour-
ces in raising student performance.
They find that studies using aggre-
gate data are much more likely
than other types of studies to find
positive effects of school resources
on achievement, and to magnify
those effects. These results provide
strong evidence against the view
that additional expenditures alone are
likely to improve student outcomes.

Kane asks how sensitive young
people are to the price of school-
ing, especially college. He finds
that cost has a large impact on en-
rollment, particularly for low-in-
come students and for those at-
tending two-year colleges. Howev-

Hoxby estimates the effect of
teachers’ unions on the level and
productivity of school “inputs”: the
student—teacher ratio, per-pupil
spending, and teacher salaries. Us-
ing panel data on all U.S. school
districts, she finds that teachers’
unions lower student-teacher ra-
tios, raise per-pupil spending, and
raise teacher salaries. Moreover,
she finds that increased school in-
puts atiributable to unionization
have less effect on student perfor-
mance than inputs not associated

er, the evidence of enrollment re-
sponses to targeted aid is fairly
weak. For example, after a federal
means-tested grant program was
established in 1973, there was no
disproportionate increase in col-
lege enrollment by low-income
youth.

Angrist and Evans analyze the
causal link between teen mother-
hood and the teens’ social and
economic prospects. They focus on
women born in 1949-59 and use
data from the 1980 and 1990 Cen-
suses. Results from the 1980 Cen-
sus show a significant association
between exposure to a liberalized
abortion environment and a reduc-
tion in teen childbearing; these ef-
fects are largest for black women.

with unions. For instance, a de-
crease of ten students per teacher
not brought about by unionization
raises students’ wages as adults by
2 percent. This effect is modest,
but it contrasts sharply with the
complete lack of student improve-
ment associated with a ten-student
decrease brought about by union
influence.

Altonji and Williams reexam-
ine the evidence on the effects of
job seniority on earnings. An earli-
er study by Altonji and Robert Sha-

Further, abortion reform is associat-
ed with a reduction in teen mar-
riage rates. Other estimates show
that teen fertility has an adverse
impact on schooling for black
women born in 1949-54, and for
white women born in 1954-59,
However, estimates based on the
1990 Census are inconclusive.

Levine, Zimmerman, and
Trainor ask how state restrictions
on Medicaid abortion funding af-
fect the likelihood of getting preg-
nant, having an abortion, and bear-
ing a child. They find that Medicaid
funding restrictions are associated
with a reduction in the number of
both abortions and pregnancies,
resulting in either no change or a
reduction in births

kotko found only a small return to
seniority. A subsequent study by
Robert Topel found that the returns
were large. The results reported
here for a more recent period sug-
gest that the return to seniority lies
somewhere between the two earli-
er estimates.

In the 1980s, earnings and em-
ployment deteriorated most for
young, less-educated, and/or black
males. Among blacks, the most se-
vere deterioration occurred in the
North-Central regions. According to
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Bound and Holzer, the causes of
such regional and demographic va-
riations include shifts in demand
away from these groups and areas,
and the greater relative impacts of
such shifts on the earnings and
employment of certain demograph-
ic groups. Shifts in relative supply
also contributed somewhat to the
observed changes in employment.
But younger and less-educated
workers, especially blacks, adjusted
substantially less to the changes
than other workers and did not mi-
grate in response to shifts in de-

mand. Nor did their education lev-
els improve during this decade.

Cutler and Glaeser examine
the effects of segregation on Afri-
can—Americans in terms of school-
ing, employment, and single par-
enthood. They find that African—
Americans in more segregated
areas do significantly worse, partic-
ularly if they live in central cities.
Some, but never more than 37 per-
cent of this effect, stems from lack
of role models and from long com-
muting times.

Neumark, Bank, and Van Nort

Kang and Stulz study the
wealth effects associated with 875
new security issues in Japan from
January 1, 1985 to May 31, 1991,
They find that the announcement
of convertible debt issues has a sig-
nificant positive abnormal return of
1.05 percent. At the announcement
of equity issues, there is an abnor-
mal return of 0.45 percent that is
offset by an abnormal return of
1.01 percent on the issue day. Ab-
normal returns are related nega-
tively to firm size, so large Japa-
nese firms have abnormal returns

more like those of large U.S. firms
than those of small Japanese firms.
Japanese managers decide to issue
shares based on different consider-
ations than American managers,
though.

Retail prices in Japan are higher
than in other countries for similar
products. Knetter finds that, for
the vast majority of the 37 seven-
digit German export industries he
studies, prices on shipments to Ja-
pan are significantly higher than
prices on shipments to the United
States, the United Kingdom, and

investigate sex discrimination in
restaurant hiring. After sending out
comparably matched pairs of men
and women to apply for jobs as
waiters and waitresses at 65 restau-
rants in Philadelphia, they uncover
discrimination against women in the
high-price restaurants. The women
were less likely to receive a job of-
fer or an interview than the men.
These hiring patterns have implica-
tions for sex differences in eamings,
since informal survey evidence
indicates that earnings are higher
in the high-price restaurants.

Canada. He notes that this implies
that it is monopoly practices in Ja-
pan and not distribution costs that
keep Japanese prices so high.

Using a sample of 527 Japanese
manufacturing firms, Ueda and
Nagataki ask whether the Keiretsu
affiliation of these firms affects
their import behavior. After con-
trolling for the effects of other eco-
nomic determinants of imports,
they find that Keiretsu firms import
as much as non-Keiretsu firms do.

Horioka finds that Japan’s
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seemingly high household saving
rate is biased because it: excludes
capital transfers and real capital
gains; values depreciation at histor-
ical cost rather than at replacement
cost; uses a residual measure of fi-
nancial saving rather than data
from the Flow-of-Funds Accounts;
and treats expenditures on con-
sumer durables as consumption
rather than as saving. But to a con-
siderable extent these biases are
offsetting. Household saving in Ja-
pan consists primarily of financial
saving (net lending), meaning that
most of it is available to finance in-
vestment in other sectors of the
economy and/or abroad.

Ito and Iwaisako consider the
boom and bust in Japanese stock
and real estate markets in the sec-
ond half of the 1980s, paying con-
siderable attention to the linkage of
the two markets and to the effects
of monetary policy. They find that
the initial seed of bubbles is sown
by a sharp increase in bank lending
to real estate. There is considerable
comovement between stock and
land prices, consistent with the col-
lateral value of land for firms con-
strained by cash flow problems. As-
set price increases from mid-1987
to mid-1989 are consistent with
movement in fundamentals. Finally,
the stock price increase in the sec-

ond half of 1989, and the land
price increase in 1990, are not ex-
plained by any model of funda-
mentals or rational bubbles.

Also participating in this meeting
were: Jennifer Corbett, Oxford Uni-
versity; and NBER associates Mich-
ael R. Darby and Lynne G. Zucker,
University of California, Los Ange-
les; Kathryn M. E. Dominguez and
Martin Feldstein, Harvard Universi-
ty; Michael P. Dooley, University of
California, Santa Cruz; Jeffrey A.
Frankel, University of California,
Berkeley; Herschel 1. Grossman,
Brown University; and Steven N.
Kaplan, University of Chicago.

Eaton and Kortum develop a
model of technological innovation
and its contribution to growth at
home and abroad. They use inter-
national patents to indicate the
source and use of innovations.
They assume that countries grow at
a common steady-state rate, and
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that a country’s relative productivi-
ty depends on its capacity to ab-
sorb technology. They estimate
that, except for the United States,
OECD countries derive almost all
of their productivity growth from
abroad.

Do changes in bank lending

cause subsequent changes in in-
come? Using a panel dataset with
27 years of annual observations on
the U.S. states, Driscoll finds that
shocks to money demand have ef-
fects on loans. However, shocks to
the supply of loans have no effect
on output. These results imply that




banks are not an important prop-
agation method for aggregate
shocks, and that monetary policy
does not operate through the mar-
ket for bank loans.

Horvath presents a multisector
dynamic general equilibrium model
of business cycles with a distinctive
feature: aggregate fluctuations are
driven by independent sectoral
shocks. The shocks in the model
are magnified by sectoral interac-
tion, so that more than half of the
volatility of aggregate output is ex-
plained by them. The chief virtue
of this. model is that implausible
aggregate shocks are not necessary
to capture the qualitative features
of macroeconomic fluctuations.

Weitzman introduces a produc-

tion function for new knowledge
that uses as an input old knowl-
edge reconfigured with itself in
new ways. He models the develop-
ment of new ideas as analogous to
an experimental agricultural sta-
tion’s hybridization of existing
plant varieties to obtain new and
improved strains. The core con-
cept, “recombinant innovation,” de-
rives from the notion that many ba-
sic ideas are essentially combina-

_tions of other basic ideas. Weitz-

man shows that recombinant ex-
pansion has the power to offset
most forms of diminishing returns.
The production and sale of lux-
uries and durable goods should be
more cyclical than that of necessi-
ties and nondurable goods. Bils
and Klenow study 57 luxury and

durable consumer goods to quanti-
fy just how much more cyclical
they are. They find that: 1) produc-
tivity is more procyclical for luxu-
ries and durables than for necessi-
ties and nondurables; 2) relative
prices are acyclical; and 3) relative
quantities are steeply dampened.

Gokhale, Kotlikoff, and Sabel-
haus study the dedine in U.S. na-
tional saving. They find that the
decline in U.S. saving can be
traced to one major factor: the re-
distribution of resources from
young and unborn generations that
consume little or nothing to older
generations that consume a lot.
Most of the redistribution to the el-
derly reflects the growth in Social
Security, Medicare, and Medicaid
benefits.

Reprints Available

The following NBER Reprints,
intended for nonprofit education
and research purposes, are now
available. (Previous issues of the
NBER Reporter list titles 1-1947 and
contain abstracts of the Working
Papers cited below.)

These reprints are free of charge
to Corporate Associates. For all
others there is a charge of $5.00
per reprint requested. (Outside
of the United States, add $10.00
for postage and handling.) Ad-
vance payment is required on
all orders. Please do not send
cash. Reprints must be requested by
number, in writing, from: Reprints,
NBER, 1050 Massachusetts Avenue,
Cambridge, MA 02138-5398.

1948. “Preventing Financial Crises:
An International Perspective,” by
Frederic S. Mishkin (NBER Work-
ing Paper No. 4636)

1949. “Nonstationarity of Regressors

and Tests on Real Interest Rate Be-
havior,” by Frederic S. Mishkin
(NBER Working Paper No. 3632
[appendix])

1950. “Ownership Structure and
Corporate Performance in Japan,”
by Frank R. Lichtenberg and
George M. Pushner (NBER Work-
ing Paper No. 4092)

1951. “Was the Great Depression a
Low-Level Equilibrium?” by John
Dagsvik and Boyan Jovanovic
(NBER Working Paper No. 3726)
1952. “Criminal Deterrence: Revisit-
ing the Issue with a Birth Cohort,”
by Helen V. Tauchen, Ann Dry-
den Witte, and Harriet Griesing-
er (NBER Working Paper No. 4277)
1953. “Monetary Policy with Flexi-
ble Exchange Rates and Forward
Interest Rates as Indicators,” by
Lars E. O. Svensson (NBER Work-
ing Paper No. 4633)

1954. “Privatization, Risktaking, and
the Communist Firm,” by Domo-
nique Demougin and Hans-Wer-
ner Sinn (NBER Working Paper

No. 4205)

1955. “Host Country Competition,
Labor Skills, and Technology Trans-
fer by Multinationals,” by Magnus
Blémstrom, Ari Kokko, and Ma-
rio Zejan (NBER Working Paper
No. 4131)

1956. “Remeasuring Business Cy-
cles,” by Christina D. Romer
(NBER Working Paper No. 4150)

1957. “Bilateralism and Regionalism
in Japanese and U.S. Trade and Di-
rect Foreign Investment Patterns,”
by Jonathan Eaton and Akiko
Tamura (NBER Working Paper
No. 4758)

1958. “Recent Developments in the
Marriage Tax,” by Daniel R. Feen-
berg and Harvey S. Rosen (NBER
Working Paper No. 4705)

1959. “Effective Tax Rates in Mac-
roeconomics: Cross-Country Esti-
mates of Tax Rates on Factor In-
comes and Consumption,” by En-
rique G. Mendoza, Assaf Razin,
and Linda L. Tesar (NBER Work-
ing Paper No. 4864)
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Reprints, Continued

1960. “Labor Productivity During
the Great Depression,” by Michael
D. Bordo and Charles L. Evans
(NBER Working Paper No. 4415)
1961. “Relative-Price Changes as
Aggregate Supply Shocks,” by Lau-
rence M. Ball and N. Gregory
Mankiw (NBER Working Paper
No. 4168)

1962. “Exploring the Relationship
Between R and D and Productivity
in French Manufacturing Firms” by
Bronwyn H. Hall and Jacques
Mairesse (NBER Working Paper
No. 3956)

1963. “A Theory of Debt Based on
the Inalienability of Human Capi-
tal,” by Oliver Hart and John
Moore (NBER Working Paper No.
3906)

1964. “Firm Productivity in Israeli
Industry, 1979-88,” by Zvi Grili-
ches and Haim Regev (NBER
Working Paper No. 4059)

1965. “On the Formulation of Uni-
form Laws of Large Numbers: A
Truncation Approach,” by Bene-
dikt M. Potscher and Ingmar R.
Prucha (NBER Technical Paper
No. 85)

1966. “Capital Mobility in Neoclas-
sical Models of Growth,” by Rob-
ertJ. Barro, N. Gregory Mankiw,
and Xavier Sala-i-Martin (NBER
Working Paper No. 4206)

1967. “Consumer Response to the
Timing of Income: Evidence from a
Change in Tax Withholding,” by
Matthew D. Shapiro and Joel B.
Slemrod (NBER Working Paper
No. 4344)

Bureau Books

Taxing
Multinational
Corporations

Taxing Multinational Corpo-
rations, edited by Martin Feldstein,
James R. Hines, Jr., and R. Glenn
Hubbard, is now available from the
University of Chicago Press for
$17.95.

The essays in this volume, writ-
ten for a nontechnical audience,
discuss the impact of outbound for-
eign investment by U.S. firms on
both the United States and foreign
economies. They document the
channels through which tax policy
in the United States and abroad af-
fects investment in plant and
equipment, spending on research
and development, the cost of debt
and equity finance, and dividend
repatriations by U.S. subsidiaries.

These essays will be of immedi-
ate value to practitioners, and of
long-term value to scholars and
policymakers as they debate re-
forms of international tax rules
worldwide. The appendix to this
volume will be especially useful to
nonspecialists, as it summarizes
current U.S. rules for taxing inter-
national income.

All three editors are members of
the NBER’s Program in Public Eco-
nomics. Feldstein is also President
and CEO of the NBER, and the
George F. Baker Professor of Eco-
nomics at Harvard University. Hines
is an associate professor of public
policy at the Kennedy School of
Government; Hubbard is the Rus-
sell 1. Carson Professor of Eco-
nomics at Columbia University’s
Graduate School of Business.

The Effects of
Taxation on
Multinational
Corporations

The Effects of Taxation on
Multinational Corporations, ed-
ited by Martin Feldstein, James R.
Hines, Jr., and R. Glenn Hubbard,
will be available from the Universi-
ty of Chicago Press in August. Its
price is $50.00.

The ten essays in this volume
analyze the interaction between in-
ternational tax rules and the invest-
ment decisions of multinational en-
terprises. The essays fall into three
groups: 1) assessing the role played
by multinational firms and their
foreign direct investment (FDD) in
the U.S. economy, and the design
of international tax rules for multi-
national investment; 2) analyzing
channels through which interna-
tional tax rules affect the costs of
international business activities
such as FDI; and 3) examining
ways in which international tax
rules affect financing decisions of
multinational firms.

This volume will be of interest
to researchers in public finance
and international economics, and
to policymakers concerned with
tax policy and international invest-
ment issues.
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Differences and
Changes in Wage
Structures

Differences and Changes in
Wage Structures, edited by Rich-
ard B. Freeman and Lawrence F.
Katz, will be available from the
University of Chicago Press in Sep-
tember for $55.00.

The 12 essays in this volume ex-
plore whether recent trends in U.S.
relative wages are unique, or part
of a general pattern of increasing
inequality throughout the advanced
nations. The papers compare pat-
terns of earnings inequality and pay
differentials in the United States,
Australia, Korea, Japan, Western
Burope, and the changing economies
of Eastern Europe. They examine
such issues as managerial compen-
sation, gender differences in eam-
ings, and the relationship between
pay and regional unemployment.

This book casts important light
on the evolution of wage structures
and the growth of inequality in the
United States and abroad. It will be
of interest to researchers, policy-
makers, and scholars in business
and econornics alike.

Richard B. Freeman holds the
Herbert Ascherman Chair in Eco-
nomics at Harvard University, and
is Program Director in labor studies
at the National Bureau of Economic
Research. He is also the executive
programme director for compara-
tive labour market institutions at
the Centre for Economic Perfor-
mance, London School of Eco-
nomics. Lawrence F. Katz is a pro-
fessor of economics at Harvard
University and a research associate
of the National Bureau of Econom-
ic Research.
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NBER Working Papers

The Distributional Effects
of the Tax Treatment of
Child Care Expenses
William M. Gentry and

Alison P. Hagy

NBER Working Paper No. 5088

April 1995

Public Economics

The Child Care Tax Credit and the
Dependent Care Assistance Plans
are the largest U.S. federal govern-
ment programs aimed at helping fam-
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ilies with child care by providing
tax relief. Using both the National
Child Care Survey and tax return
data, we examine the distributional
effects of these policies among
families with children. We find that
among families that use tax relief,
the benefits average 1.24 percent of
family income. Benefits as a percent
of family income vary systemati-
cally over the income distribution.

Despite being regressive at low-
income levels (mainly because the
tax credit is nonrefundable), tax re-
lief is distributed progressively over
most of the income distribution.
The ratio of benefits to income falls
above the bottom quintile of the in-
come distribution. The benefits of
tax relief also vary among families
with the same income depending
on a family’s structure and its labor
market and child care choices.

The Annuitization of
Americans’ Resources:
A Cohort Analysis

Alan J. Auerbach, Jagadeesh
Gokhale, Laurence J. Kotlikoff,
John Sabelhaus, and

David N. Weil

NBER Working Paper No. 5089
April 1995

JEL No. E20

Public Economics

This paper constructs a unique
cohort dataset to study the changes
since 1960 in the share of Ameri-
cans’ resources that are annuitized.
Understanding these changes is im-
portant because the larger this
share, the more cohorts are likely
to consume, and the less they are
likely to bequeath. Hence, the de-
gree of annuitization affects nation-
al saving as well as the transmis-
sion of inequality over time.

Our findings are striking. Al-
though the annuitized share of re-
sources of younger Americans de-
clined slightly between 1960 and

1990, it increased dramatically for
older Americans. It doubled for
older men and quadrupled for old-
er women. Since the elderly have
much higher mortality probabilities
than the young do, their degree of
annuitization is much more impor-
tant for aggregate bequests and
saving. According to our estimates,
aggregate U.S. bequests would
now be 66 percent larger if the
post-1960 increase in annuitization
had not occurred. In addition, U.S.
national saving likely would be
substantially larger than it is now.

Generational Accounting
in General Equilibrium
Hans Fehr and

Laurence J. Kotlikoff

NBER Working Paper No. 5090
April 1995

JEL No. H22

Public Economics

This paper shows how changes
in generational accounts relate to
the generational incidence of fiscal
policy. To illustrate the relation-
ship, we use the Auerbach-Kotli-
koff Dynamic Life-Cycle Simulation
Model and compare policy-induced
changes in generational accounts
with actual changes in generations’
utilities. We consider a wide range
of policies in closed and small
open economies, as well as in
economies with and without capi-
tal adjustment costs.

In general, changes in genera-
tional accounts appear to provide
fairly good approximations of gen-
erations’ actual changes in utilities.
The approximations are better for
living generations. They are worse
for policies that involve significant
changes in the degree of tax pro-
gressivity, and for economies with
sizable capital adjustment costs.

Finally, generational accounting
needs to be modified in the case of
small open economies to take ac-

count of the fact that the incidence
of corporate taxation is on labor.
The method of adjustment is sim-
ply to allocate changes in corporate
tax revenues to generations in pro-
portion to their changes in labor

supply.

Optimal Investment with
Costly Reversibility
Andrew B. Abel and

Janice C. Eberly

NBER Working Paper No. 5091

April 1995

Economic Fluctuations

Investment is characterized by
costly reversibility when a firm can
purchase capital at a given price
and sell it at a lower price. In this
paper, we derive an explicit analyt-
ic solution for optimal investment
by a firm that faces costly reversi-
bility. We also derive a local ap-
proximation to the solution that
highlights the effects of the param-
eters of the problem on the triggers
for investment. More genernlly, we
extend the Jorgensonian concept
of the user cost of capital to the
case of uncertainty, and define ¢,
and c; as the user costs of capital
associated with the purchase and
sale of capital, respectively. Opti-
mality requires the firm to pur-
chase and sell capital as needed to
keep the marginal revenue product
of capital in the closed interval
[cync ). This prescription encom-
passes the case of irreversible in-
vestment as well as the standard
neoclassical case of costlessly re-
versible investment. Finally, quanti-
tative analysis suggests that even
when the difference between the
purchase and sale prices of capital
is small, the user costs associated
with purchasing and selling capital
are closer to those applicable un-
der complete irreversibility than to
those applicable under costless
reversibility.
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The Effects of Minimum
Wages on Teenage
Employment and
Enrollment: Evidence from
Matched CPS Surveys
David Neumark and

William Wascher

NBER Working Paper No. 5092
April 1995

JEL Nos. J31, J15, J18

Labor Studies

The recent debate over mini-
mum wages raises two questions.
First, should policymakers no long-
er believe that minimum wages en-
tail negative consequences for
teenagers? Second, should econo-
mists discard the competitive labor
market model? Our evidence for
teenagers, using matched CPS sur-
veys, suggests that the answer to
both of these questions is no. We
find that although increases in min-
imum wages have small net effects
on overall teen employment rates,
such increases raise the probability
that more-skilled teenagers leave
school and displace lower-skilled
workers from their jobs. These
findings are consistent with the
predictions of a competitive labor
market model that recognizes skill
differences among workers. In ad-
dition, we find that the displaced
lower-skilled workers are more
likely to end up nonenrolled and
nonemployed. Thus, despite the
small net disemployment effects for
teenagers as a group, there are sig-
nificant enrollment and employ-
ment shifts associated with mini-
mum wage changes that should be
of concern to policymakers.

Labor Market Institutions
and the Distribution of
Wages, 1973-92: A
Semiparametric Approach
John DiNardo, Nicole M. Fortin,
and Thomas Lemieux

NBER Working Paper No. 5093

April 1995
JEL Nos. C14, J31
Labor Studies

This paper presents a semipara-
metric procedure to analyze the ef-
fects of institutional and labor mar-
ket factors on recent changes in
the U.S. distribution of wages. We
estimate the effects of these factors
by applying kernel density meth-
ods to appropriately “reweighted”
samples. The procedure provides a
visually clear representation of
where in the density of wages
these various factors exert the
greatest impact. Using data from
the Current Population Survey, we
find, as in previous research, that
deunionization and supply and de-
mand shocks were important fac-
tors in explaining the rise in wage
inequality from 1979 to 1988. We
also find compelling visual and
quantitative evidence that the de-
cline in the real value of the mini-
mum wage explains a substantial
proportion of this increase in wage
inequality, particularly for women.
We conclude that labor market in-
stitutions are as important as sup-
ply and demand considerations in
explaining changes in the U.S. dis-
tribution of wages from 1979 to
1988.

Sectoral Growth Across
U.S. States: Factor Content,
Linkages, and Trade

J. David Richardson and
Pamela J. Smith

NBER Working Paper No. 5094

April 1995

JEL Nos. F1, R1

International Trade and Investment

Using a “factor-content” model
that relates sectoral growth to re-
gional factor endowments, we find:
1) that U.S. state factor endow-
ments are reasonably strong corre-
lates of cross-state sectoral growth

in value added, with patterns that
accord well with intuition; 2) that
intersectoral differences in produc-
tivity change are marked—esti-
mates range from negative to annu-
al rates over 10 percent; 3) little
evidence of unusual growth link-
ages, either from sector to sector or
from state to state, as might be ex-
pected from recent discussions of
externalities; and 4) no correlation
between unusually strong sectoral
growth and unusual levels of ex-
port dependence, another putative
channel of externalities.

Our principal dataset is a 1987-9
panel of sector-by-sector, state-by-
state value-added and international
exports, as well as state endow-
ments of patents, structural capital,
and six types of labor. “Unusual”
growth and exports are defined as
the residual growth and interna-
tional exports left unexplained by
endowments.

World Income
Components: Measuring
and Exploiting
International Risksharing
Opportunities

Robert J. Shiller and

Stefano Athanasoulis

NBER Wortking Paper No. 5095
April 1995

JEL No. G1

Asset Pricing

We provide methods of decom-
posing the variance of world na-
tional incomes into components so
as to indicate the most important
risksharing opportunities and,
therefore, the most important miss-
ing international risk markets to es-
tablish. One method uses a total
variance reduction criterion, and
identifies risksharing opportunities
in terms of eigenvectors of a vari-
ance matrix of residuals produced
when country incomes are regressed
on world income. Another method
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uses a mean-variance utility-maxi-
mizing criterion, and identifies risk-
sharing opportunities in terms of
eigenvectors of a variance matrix
of deviations of country incomes
from their respective contract-year
shares of world income.

We apply the two methods us-
ing Summers—Heston (1991) data
on national incomes for large
countries 1950-90, each using two
different methods of estimating va-
riances. While these data are not
sufficient to provide accurate esti-
mates of the requisite variance ma-
trixes of (transformed) national in-
comes, the results are suggestive of
important new markets that actual-
ly could be created, and show that
there may be large welfare gains to
creating some of these markets.

Financial Innovation and
the Management and
Regulation of Financial
Institutions

Robert C. Merton

NBER Working Paper No. 5096

April 1995

Asset Pricing, Corporate Finance,
International Finance and
Macroeconomics, Monetary Economics

New security designs, improve-
ments in computer telecommunica-
tions technology, and advances in
the theory of finance have led to
revolutionary changes in the struc-
ture of financial markets and insti-
tutions. This paper provides a func-
tional perspective on the dynamics
of institutional change, and uses a
series of examples to illustrate the
breadth and depth of institutional
change that is likely to occur.
These examples emphasize the role
of hedging versus equity capital in
managing risk, the need for risk ac-
counting, and changes in methods
for implementing both regulatory
and stabilization public policy.

Why Are Saving Rates So
Different Across Countries?
An International
Comparative Analysis
Sebastian Edwards

NBER Working Paper No. 5097
April 1995

JEL Nos. E2, F4, D9

International Finance and
Macroeconomics, International
Trade and Investment

This paper analyzes the determi-
nants of savings in the world econ-
omy, and discusses why saving ra-
tios have been so uneven across
countries. I distinguish between
private and government savings,
using panel data for 36 countries
from 1970 to 1992. In particular, I
assume that government savings
are not completely exogenous, and
respond to both economic and po-
litical (strategic) determinants,
along the lines of the recent litera-
ture on the political economy of
macroeconomic policy.

Using instrumental variables es-
timation methods, I find that per
capita growth is one of the most
important determinants of both pri-
vate and public savings. These re-
sults indicate that government-run
social security systems negatively
affect private savings. In addition,
the results provide some support
for the political economy perspec-
tive on government finances,
which shows that a different un-
detlying process determines public
savings.

Public savings tend to be lower
in countries with higher political
instability. Higher government sav-
ings crowd out private savings, but
in a less-than-proportional fashion.
Higher levels of foreign savings—
that is, reductions in the current ac-
count balance—are associated with
lower domestic (both private and
public) saving rates, although the
degree of offset is also less than

proportional. The degree of finan-
cial development turns out to be
another important determinant of
private savings. The results are
mixed on the role of borrowing
constraints, a topic that deserves
additional research.

Globalization and the
Inequality of Nations
Paul R. Krugman and
Anthony J. Venables

NBER Working Paper No. 5098
April 1995

International Trade and Investment,
International Finance and
Macroeconomics

A monopolistically competitive
manufacturing sector produces
goods that are used for final con-
sumption as well as intermediate
goods. Intermediate usage creates
cost and demand linkages between
firms and a tendency for manufac-
turing agglomeration. How does
globalization affect the location of
manufacturing and the gains from
trade? At high transport costs, all
countries have some manufactur-
ing; but when transport costs fall
below a critical value, a core-pe-
riphery pattern forms spontaneous-
ly, and nations that find themselves
in the periphery suffer a decline in
real income. At still lower transport
costs, there is convergence of real
incomes, in which peripheral na-
tions gain and core nations may
lose.

Transfer Behavior Within
the Family: Results from
the Asset and Health
Dynamics Survey
Kathleen McGarry and

Robert F. Schoeni

NBER Working Paper No. 5099

April 1995

JEL No. D1

Aging
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If an individual falls on hard
times, can he rely on his family for
financial support? In view of pro-
posed reductions in public assis-
tance programs, it is important to un-
derstand the mechanisms through
which families provide support for
their members. We show that intra-
family transfers are compensatory,
directed disproportionally to less
well-off members. These results
hold both for the incidence of
transfers and for the amounts.

Within a given year, adult chil-
dren in the lowest income category
are 6 percentage points more likely
to receive a financial transfer from
their parents; on average, they re-
ceive over $300 more than siblings
in the highest income category.
The data used in this study, the new
Asset and Health Dynamics Survey,
contain information on all children
in the family. Thus we are able to
estimate models that control for
unobserved differences across fam-
ilies. Qur results are robust to these
specifications, Additionally, we do
not find that parents provide finan-
cial assistance to their children in
exchange for caregiving.

Banks and Derivatives
Gary Gorton and Richard Rosen
NBER Working Paper No. 5100

April 1995

Asset Pricing, Corporate Finance

In the last 10 to 15 years, finan-
cial derivative securities have be-
come an important, and controver-
sial, product for commercial banks.
The controversy concerns whether
the size, complexity, and risks as-
sociated with these securities; the
difficulties with accurately reporting
timely information concerning the
value of firms’ derivative positions;
and the concentration of activity in
a small number of firms, have in-
creased substantially the risk of col-
lapse of the world banking system.

Despite the widespread attention
to derivatives, there has been little
systematic analysis. We estimate
market values and interest rate sen-
sitivities of interest rate swap posi-
tions of U.S. commercial banks to
address empirically the question of
whether swap contracts have in-
creased or decreased systematic
risk in the U.S. banking system. We
find that the banking system as a
whole faces little net interest rate
risk from swap portfolios.

Internal Capital Markets
and the Competition for
Corporate Resources
Jeremy C. Stein

NBER Working Paper No. 5101
May 1995

Corporate Finance

This paper examines the role of
corporate headquarters in allocat-
ing scarce resources to competing
projects in an internal capital mar-
ket. Unlike a bank lender, head-
quarters has control rights that give
it both the authority and the incen-
tive to engage in “winner picking”:
the practice of actively shifting
funds from one project to another.
By doing a good job in winner
picking, headquarters can create
value even when its own relation-
ship with the outside capital mar-
ket is fraught with agency prob-
lems, and therefore it cannot help
to relax overall firmwide credit
constraints. One implication of the
model developed here is that inter-
nal capital markets may function
more efficiently when companies
choose relatively focused strategies.

Wages and Foreign
Ownership: A Comparative
Study of Mexico, Venezuela,
and the United States

Brian Aitken, Ann Harrison,

and Robert E. Lipsey

NBER Working Paper No. 5102

May 1995
JEL Nos. F23, J31
International Trade and Investment

This paper explores the relation-
ship between wages and foreign
investment in Mexico, Venezuela,
and the United States. Despite very
different economic conditions and
levels of development, one fact
holds for all three countries: higher
levels of foreign investment are as-
sociated with higher wages. In
Mexico and Venezuela, foreign in-
vestment is associated with higher
wages only for foreign-owned
firms; there is no evidence of wage
spillovers leading to higher wages
for domestic firms. In the United
States there is evidence of wage
spillovers. The lack of spillovers in
Mexico and Venezuela is consistent
with significant wage differentials
between foreign and domestic en-
terprises. In the United States, wage
differentials are smaller.

Price and Volume
Measures in the System
of National Accounts

W. Erwin Diewert

NBER Working Paper No. 5103
May 1995

JEL Nos. C43, E31, O47
Productivity

This paper reviews in detail
Chapter 16 in the System of Nation-
al Accounts, 1993 by Peter Hill. It
explains the basic principles for
measuring price and quantity
change in the national! accounts. It
also presents some new material
on the consistency of superlative
indexes with indexes that are addi-
tive in their components. There
also is some new material on the
treatment of quality change, indi-
cating that traditional statistical
agency treatments of this issue will
lead to upward bias in price index-
es. Finally, there is a review of the
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literature on sources of bias in con-
sumer price indexes.

Axiomatic and Economic
Approaches to Elementary
Price Indexes

W. Erwin Diewert

NBER Working Paper No. 5104

May 1995

JEL Nos. C43, C81, E31, 047
Productivity

In a 1993 paper, Marshall Reins-
dorf finds that the CPI components
for food and gasoline were biased
upward by about 2 percent and 1
percent per year respectively dur-
ing the 1980s. He attributes this re-
sult to outlet substitution bias. The
‘more recent paper by Reinsdorf
and Moulton (1994) presents an al-
ternative explanation for Reins-
dorfs earlier results: when the BLS
moved to probability sampling of
prices in 1978, the micro price quo-
tations were aggregated together
using an index number formula
that generates an upward bias. I
further explore the central theoreti-
cal issue raised by the Reinsdorf-
Moulton paper: the choice of an
index number formula to aggregate
prices at the finest level of disag-
gregation. I examine this issue from
both axiomatic and economic per-
spectives. I also review the empiri-
cal literature on alternative elemen-
tary price indexes, and the recent
literature on sources of bias in con-
sumer price indexes. In conjunc-
tion with the empirical work of
Reinsdorf and Moulton, my find-
ings yield a number of recommen-
dations for statistical agencies that I
outline in the final section.

The Effect of Collective
Bargaining Legislation on
Strikes and Wages

Peter C. Cramton,

Joseph S. Tracy, and

Morley Gunderson

NBER Working Paper No. 5105

May 1995
JEL No. J52
Labor Studies

Using Canadian data on large,
private sector contract negotiations
from January 1967 to March 1993,
we find that wages and strikes are
influenced substantially by labor
policy. In particular, we find that
prohibiting the use of replacement
workers during strikes is associated
with significantly higher wages,
and more frequent and longer
strikes. This is consistent with pri-
vate information theories of bar-
gaining. We estimate the welfare
consequences of a ban on replace-
ment workers, as well as other la-
bor policies. Despite the higher
dispute costs, union workers are
better off with a ban on replace-
ment workers. The higher wage
more than compensates for the
more frequent and longer strikes.

The Use of Replacement
Workers in Union
Contract Negotiations: The
U.S. Experience, 1980-9
Peter C. Cramton and

Joseph 8. Tracy

NBER Working Paper No. 5106

May 1995

JEL No. J52

Labor Studies

It is argued in many circles that
a structural change occurred in U.S.
collective bargaining in the 1980s.
We investigate the extent to which
the hiring of replacement workers
can account for this change. For a
sample of over 300 major strikes
since 1980, we estimate the likeli-
hood of replacements being hired.
We find that the risk of replace-
ment declines during tight labor
markets, and is lower for bargain-
ing units with more experienced
workers. We use the predicted re-
placement risk as an explanatory

variable in a model of the union’s
choice between the strike and
holdout threat. We find that strike
usage decreases significantly as the
predicted replacement risk increas-
es. We estimate that a ban on the
use of replacement workers would
have increased strike incidence
from 1982-9 by 3 percentage
points, a 30 percent increase.

Technological Change and
the Skill Acquisition

of Young Workers

Ann P. Bartel and

Nachum Sicherman

NBER Working Paper No. 5107

May 1995

JEL Nos. J24, 033

Labor Studies

Using the National Longitudinal
Survey of Youth and six proxies for
industry rates of technological
change, we study the impact of
technological change on skill accu-
mulation among young male work-
ers in the manufacturing sector
during 1987 through 1992. Produc-
tion workers in manufacturing in-
dustries with higher rates of tech-
nological change are more likely to
receive formal company training,
but not other types of training.
One important finding is that,
while more educated workers are
more likely to receive formal com-
pany training, the training gap be-
tween the highly educated and the
less educated narrows, on average,
as the rate of technological change
increases. The positive effect of
technological change on hours of
training is caused largely by an in-
crease in the incidence of training,
not in the number of hours per
training spell.
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Fixed Versus Flexible
Exchange Rates: Which
Provides More

Fiscal Discipline?
Aaron Tornell and
Andres Velasco

NBER Working Paper No. 5108
May 1995

JEL No. F31

International Finance and
Macroeconomics

In recent years the conventional
wisdom has held that fixed rates
provide more fiscal discipline than
flexible rates do. In this paper, we
show that this wisdom need not
hold in a standard model in which
fiscal policy is determined endoge-
nously by a maximizing fiscal au-
thority. The claim that fixed rates
induce more discipline stresses that
sustained adoption of lax fiscal pol-
icies eventually must lead to an ex-
haustion of reserves, and thus to a
politically costly collapse of the
peg. Hence, under fixed rates bad
behavior today leads to punish-
ment tomorrow. Under flexible
rates bad behavior has costs as
well. The difference is in the inter-
temporal distribution of these costs:
flexible rates allow the effects of
unsound fiscal policies to manifest
themselves immediately through
movements in the exchange rate.
Hence, bad behavior today leads to
punishment today. If fiscal authori-
ties are impatient, flexible rates—
by forcing the costs to be paid up-
front—provide more fiscal disci-
pline and higher welfare for the
representative private agent. The
recent experience of sub-Saharan
countries supplies some prelimi-
nary evidence that matches the pre-
dictions of our model.

American Fiscal Policy
in the 1990s

Herschel I. Grossman

NBER Working Paper No. 5109

May 1995

JEL Nos. H62, H63
Economic Fluctuations,
Monetary Economics

This essay analyzes current fiscal
policy in the United States within a
historical context. Its objective is to
clarify why recent developments in
the United States are troubling, but
also to understand why the United
States, in contrast to other coun-
tries such as Italy, has avoided the
path to fiscal disaster so far. The
discussion suggests that perhaps
the American public understands,
at least implicitly, that unless fiscal
policy limits the growth of the
public debt, the government’s cred-
it is sure to run out at some unpre-
dictable future time, as happened in
Italy, with the consequent need for
drastic and painful fiscal adjustments.

Trade, Technology, and
Wage Inequality

Gordon H. Hanson and

Ann Harrison

NBER Working Paper No. 5110
May 1995

JEL Nos. F14, F15

International Trade and Investment

In Mexico during the 1980s, the
wages of more educated, more ex-
perienced workers rose relative to
those of less educated, less experi-
enced workers. We assess the ex-
tent to which the increase in the
skilled—unskilled wage gap was as-
sociated with Mexico’s recent trade
reform. In particular, we examine
whether trade reform has shifted
employment toward industries that
are relatively intensive in the use of
skilled labor (that is, whether there
are Stolper-Samuelson-type ef-
fects). Our results suggest that the
rising wage gap is associated with
changes internal to industries, and
even internal to plants, that cannot
be explained by Stolper—-Samu-

elson-type effects. We also find that
other characteristics associated with
globalization—such as foreign in-
vestment and export orientation—
do matter. Exporting firms and joint
ventures pay higher wages to
skilled workers and demand more
skilled labor than other firms.

What Is the Value Added
for Large U.S. Banks in
Offering Mutual Funds?
Edward J. Kane

NBER Working Paper No. 5111
May 1995

Corporate Finance

This paper argues that an impli-
cit deposit insurance credit en-
hancement is extended to any non-
deposit savings vehicle offered by
a very large bank. This unpriced
credit enhancement helps to ex-
plain the preference of very large
U.S. banks for offering mutual
funds rather than developing in-
dex-linked deposit products. It also
explains why large banks have
been more eager than small banks
to offer mutual funds, and why
bank mutual funds could be priced
to grow at a time when bank de-
posits were being priced to shrink.

Open Economy Forces and
Late Nineteenth-Century
Scandinavian Catchup
Kevin O’'Rourke and

Jeffrey G. Williamson

NBER Working Paper No. 5112

May 1995

Development of the American
Economy

Scandinavia recorded very high
growth rates between 1870 and
1914, catching up with the world’s
growth leaders. This paper esti-
mates that about two-thirds of
Scandinavia’s catching up with
Britain was the result of the open
economy forces of global factor
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and commodity market integration.
All of Scandinavia’s catching up
with America was caused by the
same open economy forces.

The question for the economist
is: why does the new growth theo-
ry spend so little time dealing with
these open economy forces? The
question for the economic historian
is: can the breakdown of global
factor and commodity markets after
1914 explain a large share of the
cessation of convergence up to
1950? Further, can the spectacular
OECD convergence achieved after
1950 be explained by the resump-
tion of the pre-1914 open economy
conditions that contributed so
much to the Scandinavian catchup?

Privatization in the
United States

Florencio Lopez-de-Silanes,
Andrei Shleifer, and
Robert W. Vishny

NBER Working Paper No. 5113
May 1995

Corporate Finance, Public Economics

In the United States, the two
principal modes of producing local
government services are inhouse
provision by government employ-
ees and contracting out to private
suppliers, also known as privatiza-
tion. We empirically examine how
U.S. counties choose their mode of
providing services. Our evidence
indicates that state clean govern-
ment laws and state laws that re-
strict county spending encourage
privatization, whereas strong pub-
lic unions discourage it. This evi-
dence is inconsistent with the view
that efficiency considerations alone
govern the mode of provision, and
points to the important roles
played by political patronage and
taxpayer resistance to government
spending in the privatization decision.

A Heckscher—Ohlin View
of Sweden Competing in
the Global Marketplace
Edward E. Leamer and

Per Lundberg

NBER Working Paper No. 5114

May 1995

International Trade and Investment

We explore the hypothesis that
the Swedish malaise comes from
the interaction of the Swedish wel-
fare state with changes in the glo-
bal marketplace. External com-
merce can expose Swedish workers
in exporting and in import-compet-
ing industries to a kind of competi-
tion from low-wage foreign work-
ers that is incompatible with an ex-
tensive welfare system. Incompati-
bilities between the external mar-
ketplace and the welfare state can
be amplified over time if the wel-
fare system discourages invest-
ments in human and physical capi-
tal, thus causing a shift in the prod-
uct mix toward more labor-inten-
sive goods that are produced out-
side the Swedish borders by lower-
wage workers.

The Heckscher-Ohlin theory,
which is the theoretical foundation
of this paper, allows a high-wage
equilibrium without government in-
tervention even though there is in-
creasing competition from low-
wage suppliers, if capital is abun-
dant and if production is concen-
trated on the most capital-intensive
products. Then the unskilled work-
ers can be employed at high wages
either in the tradables sector or the
nontradables sector. On the con-
trary, however, Swedish investment
rates have not been high enough to
maintain the unique position that
Sweden had a couple of decades
ago. We express this in the form of
the Heckscher—Ohlin Crowding Hy-
pothesis: Swedish difficulties in its
interactions with the international
marketplace come from its eroding

lead in abundance of capital.

Although losing its distinctive-
ness in capital abundance, Sweden
remains unusually well supplied
with softwood forests. These forest
resources can be a mixed blessing.
Although contributing substantially
to gross domestic product, forest
resources also can imply lower
wages for unskilled workers, and
consequently greater income in-
equality. A country with abundant
forest resources and also very
abundant capital can produce capi-
tal-intensive manufactures in addi-
tion to pulp and paper, but a coun-
try with more moderate supplies of
capital can find much of its capital
deployed in pulp and paper, and
end up with a mix of tradables that
includes some relatively labor-in-
tensive products. This product mix
may dictate relatively low wages
for unskilled workers, since the
marginal unskilled worker may be
employed in sectors that globally
award low wages.

A Provincial View of
Capital Mobility
Tamim Bayoumi and
Michael W. Klein

NBER Working Paper No. 5115
May 1995

JEL No. F32

International Finance and
Macroeconomics

We develop a method of testing
for zones of financial integration
based upon intertemporal consid-
erations and apply it to data on Ca-
nadian provincial trade. In a finan-
cially integrated region, individuals
smooth consumption with respect
to movements in aggregate in-
come. Consumption in that region
follows income in that region if in-
dividuals use only regional capital
markets; consumption follows
movements in income in broader
regions (for example, national in-
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come or world income) if individu-
als have access to and use capital
markets in those broader regions
(for example, the national or global
capital markets, respectively). We
derive a specification that measures
the impact of differential levels of
access to capital markets—different
zones of capital mobility—on the
relationship between regional trade
balance and regional, national, and
global income. We test this empiri-
cal specification using data on
trade balances across Canadian
provinces. The results indicate full
capital mobility within Canada, but
only partial capital mobility be-
tween Canada and the rest of the
world.

Economics of the
Generation and
Management of Municipal
Solid Waste

David N. Beede and

David E. Bloom

NBER Working Paper No. 5116

May 1995

JEL No. Q2

Health Care

We estimate that the global bur-
den of municipal solid waste
MSW) was 1.3 billion metric tons
in 1990, or 0.67 kilograms of waste
per person per day. Industrial
countries account for a dispropor-
tionate share of the world’s MSW
relative to their share of world pop-
ulation; developing countries ac-
count for a disproportionate share
of the world’s MSW relative to their
share of world income. Both cross-
country and time-series analyses re-
veal that MSW generation is associ-
ated positively but inelastically with
per capita income, and positively
with unit elasticity with respect to
population size.

Practices for collecting, process-
ing, and disposing of MSW vary
widely across countries, generally

in accord with the nature of the
waste stream and with key features
of the environmental and economic
context. However, the least effi-
cient practices tend to be in devel-
oping countries, where MSW poses
serious threats to local environmen-
tal quality and public health.

Although the generation and
management of MSW likely is sen-
sitive to income and price vari-
ables, natural incentives to overuse
common property and the pres-
ence of intergenerational externali-
ties suggest that private economic
behavior alone will not yield social-
ly optimal outcomes in this area.
Community intervention, which
may take a variety of forms, thus
may promote the social good. The
evidence now accumulating favors
arrangements involving the partici-
pation of private firms.

The average cost of MSW man-
agement will grow faster than ur-
banization if urbanization outpaces
the development of transportation
infrastructures. Our calculations
also suggest that current improve-
ments in the handling of hazardous
MSW will be far less expensive (in
discounted terms) than undoing the
damage to be caused by current
handling practices. Addressing
these issues from a rational societal
perspective will become increasing-
ly urgent in the future, especially in
developing countries, where urban-
ization is accelerating and where
MSW is projected to increase at an
annual rate of 2.7 percent through
the year 2010.

Costs of Environmentally
Motivated Taxes in the
Presence of Other Taxes:
General Equilibrium
Analyses

A. Lans Bovenberg and
Lawrence H. Goulder

NBER Working Paper No. 5117

May 1995
JEL Nos. E62, H21, H22
Public Economics

There has been keen interest in
recent years in environmentally
motivated, or “green,” tax reforms.
This paper uses analytical and nu-
merical general equilibrium models
to investigate the costs of such re-
forms, concentrating on whether
these costs can be eliminated if
revenues from new environmental
taxes are devoted to cuts in mar-
ginal income tax rates. A distin-
guishing feature of our model is its
attention to preexisting inefficien-
cies in the tax treatment of labor
and capital, and the associated role
of tax shifting. We show how an
environmental tax reform can have
zero or negative cost if it shifts the
tax burden toward the less efficient
(undertaxed) factor.

Our results indicate that the rev-
enue-neutral substitution of BTU or
gasoline taxes for typical income
taxes usually entails positive costs
to the economy. In the case of the
gasoline tax, a significant tax shift-
ing effect lowers the costs of the
policy. This explains why the gaso-
line tax has lower gross costs than
the BTU tax. Under neither policy
will there be enough tax shifting to
eliminate the overall gross costs.

Effects of Air Quality
Regulation

Vernon Henderson

NBER Working Paper No. 5118
May 1995

JEL Nos. H00, Q28, R38

Public Economics

This paper investigates the ef-
fects of local regulations on ground
level ozone air quality and on in-
dustrial location. Local regulatory
effort varies by annual air quality
attainment status and by state atti-
tudes toward the environment. A
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switch from attainment to nonat-
tainment status induces greater reg-
ulatory effort in a county, leading
to an improvement in air quality.
Air quality readings for ground lev-
el ozone improve by 3-8 percent
depending on the exact air quality
measure, after a switch to nonat-
tainment status. Pro-environment
states, which ceteris paribus spend
relatively more on pollution abate-
ment, also have cleaner air. A 1
percent increase in typical annual
state pollution abatement expendi-
tures leads to about a 0.04 percent
improvement in ground level
ozone readings. Heavily polluting
industries tend to move to counties
with a record of clean air, where
they are less likely to be hassled. A
county switching to a three-year
record of attainment experiences a
7-9 percent growth in the number
of heavily polluting establishments.
This implies that polluting indus-
tries are spreading out geographi-
cally from nonattainment (polluted)
areas to attainment (initially less
polluted) areas. Finally, in terms of
ozone, localities may improve the
annual hourly extreme value read-
ing used to officially measure local
air quality without improving mea-
sures (mean, medians, medians of
daily maximum) of more typical
ozone conditions. This occurs by
spreading out economic activity
over the day to dampen peaks of
ozone-inducing activity and subse-
quent daily ozone peaks.

The Effect of Prison
Population Size on Crime
Rates: Evidence from
Prison Overcrowding
Litigation

Steven D. Levitt

NBER Working Paper No. 5119

May 1995

JEL Nos. K42, H72, D61

Public Economics
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Previous studies of the impact of
changes in prisoner populations on
crime rates have failed to control
adequately for the simultaneity be-
tween those two variables. While
increases in the number of prison-
ers are likely to reduce crime, ris-
ing crime rates also translate into
larger prison populations. To break
that simultaneity, this paper uses
the status of prison overcrowding
litigation in a state as an instrument
for changes in the prison popula-
tion. Overcrowding litigation is
shown to have a negative impact
on prison populations, but is un-
likely to be related to fluctuations
in the crime rate, except through
its effect on prison populations.
This methodology results in esti-
mates of the elasticity of crime with
respect to the number of prisoners
that are two to three times greater
than those of previous studies.
The results are robust across all of
the crime categories I examine. For
each prisoner reduction induced
by overcrowding litigation, the to-
tal number of crimes committed in-
creases by approximately 15 per
year. The social benefit from elimi-
nating those 15 crimes is approxi-
mately $45,000; the annual per-
prisoner costs of incarceration are
roughly $30,000.

Capital Mobility, Fiscal
Policy, and Growth Under
Self-Financing of Human
Capital Formation

Willem H. Buiter and
Kenneth M. Kletzer

NBER Working Paper No. 5120

May 1995

JEL Nos. F21, E62, F43

International Finance and
Macroeconomics

This paper considers the effects
of fiscal and financial policy on
economic growth in open and
closed economies, when human

capital formation by young house-
holds is constrained by the illiquid-
ity of human wealth. We analyze
both endogenous and exogenous
growth versions of the basic OLG
model. We find that intergenera-
tional redistribution policies that
discourage physical capital forma-
tion may encourage human capital
formation. Despite common tech-
nologies and perfect international
mobility of financial capital, the fact
that human capital is not traded
and the illiquidity of human wealth
make for persistent differences in
productivity growth rates (in the
endogenous growth version of the
modeD), or in their levels (in the ex-
ogenous growth version). We also
consider the effects on productivity
growth (or levels) of public spend-
ing on education and of the distor-
tionary taxation of financial asset
income.

Foreign Investment,
Outsourcing, and
Relative Wages

Robert C. Feenstra and
Gordon H. Hanson

NBER Working Paper No. 5121
May 1995

JEL Nos. F14, F21

International Trade and Investment,
Labor Studies

We examine the reduction in
the relative employment and wages
of unskilled workers in the United
States during the 1980s. We argue
that a contributing factor to this de-
cline was rising imports reflecting
the outsourcing of production ac-
tivities. In a theoretical model, we
show that any increase in the south-
ern capital stock relative to that of
the North, or neutral technological
progress in the South, will increase
the relative wage of skilled work-
ers in both countries caused by a
shift in production activities to the
South. Corresponding to this change




in the relative wage is an increase
in the price index of northern ac-
tivities within each industry, rela-
tive to that of the South. We con-
firm that this change in relative pri-
ces occurred for the United States
and other industrialized countries
relative to their trading partners.
We also estimate that 15-33 per-
cent of the increase in the relative
wage of nonproduction (or skilled)
workers in the United States during
the 1980s is explained by rising
imports. '

Foreign Direct Investment
and Relative Wages:
Evidence from Mexico’s
Maquiladoras

Robert C. Feenstra and
Gordon H. Hanson

NBER Working Paper No. 5122
May 1995

JEL Nos. F14, F21

Growth, International Trade and
Investment, Labor Studies

We examine the increase in the
relative wages of skilled workers in
Mexico during the 1980s. We argue
that rising wage inequality in Mexi-
co is linked to capital inflows from
abroad. The effect of these capital
inflows, which correspond to an in-
crease in outsourcing by multina-
tionals from the United States and
other northern countries, is to shift
production in Mexico toward rela-
tively skill-intensive goods, thereby
increasing the relative demand for
skilled labor.

We study the impact of foreign
direct investment (FDI) on the
share of skilled labor in total wages
in Mexico using state-level data on
two-digit industries from the Indus-
trial Census for 1975 to 1988. We
measure the state-level growth in
FDI using data on the regional ac-
tivities of foreign-owned assembly
plants. We find that growth in FDI
is positively correlated with the rel-

ative demand for skilled labor. In
the regions where FDI has been
most concentrated, growth in FDI
can account for over 50 percent of
the increase in the skilled labor
share of total wages that occurred
during the late 1980s.

Employment,
Unemployment, and
Problem Drinking
John Mullahy and

Jody L. Sindelar

NBER Working Paper No. 5123
May 1995

Health Economics, Labor Studies

The misuse of alcoholic bever-
ages (“problem drinking™) results
in enormous economic costs; most
of these costs reduce productivity
in the labor market. This paper
presents sound structural estimates
of the relationship between various
measures of problem drinking and
employment and unemployment.
The sample of approximately
15,000 observations is drawn from
the 1988 Alcohol Survey of the Na-
tional Health Interview Survey, the
first dataset that enables nationally
representative estimates of alcohol
abuse and dependence consistent
with generally accepted medical
criteria. The structural estimates of
the effects of problem drinking on
employment and labor market par-
ticipation are obtained using meth-
ods proposed by Amemiya, and by
Heckman and MaCurdy.

For our sample of males aged
25 to 59, we find that the negative
impact of problem drinking on em-
ployment is even greater using in-
strumental variables (IV) than was
estimated using ordinary least
squares (OLS). Interestingly, the IV
estimates on the samples of fe-
males change the sign on the im-
pact of problem drinking on em-
ployment from positive to negative.
Thus, although the conclusions

drawn from raw data comparisons
and OLS regressions differ by gen-
der, the IV estimates are very simi-
lar for men and women. For wom-
en, the unobserved heterogeneity
masks the negative impact of prob-
lem drinking on employment when
using OLS estimation methods.

The Role of Premarket
Factors in Black—White
Wage Differences
Derek A. Neal and

William R. Johnson

NBER Working Paper No. 5124
May 1995

JEL Nos. J31, J71

Labor Studies

Many attempts to measure the
wage effects of current labor mar-
ket discrimination against minori-
ties include controls for worker
productivity that: 1) themselves
could be affected by market dis-
crimination; and 2) are very impre-
cise measures of worker skill. The
resulting estimates of residual wage
gaps may be biased. Our approach
is a parsimoniously specified wage
equation that controls for skill by
using the score on a test adminis-
tered as teenagers prepared to
leave high school and embark on
work careers or post-secondary ed-
ucation. Independent evidence
shows that this test score is a radal-
ly unbiased measure of the skills
and abilities these teenagers were
about to bring to the labor market.

We find that this one test score
explains all of the black-white
wage gap for young women and
much of the gap for young men.
For today’s young adults, the black—
white wage gap primarily reflects a
skill gap, which in turn can be
traced, at least in part, to observ-
able differences in the family back-
grounds and school environments
of black and white children.

While our results provide some
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evidence of current labor market
discrimination, skill gaps play such
a large role that we believe future
research should focus on the obsta-
cles that black children face in ac-
quiring productive skills.

Capital Utilization and
Returns to Scale

Craig Burnside,

Martin Eichenbaum, and
Sergio T. Rebelo

NBER Working Paper No. 5125
May 1995

JEL No. E32

Economic Fluctuations

This paper studies the implica-
tions of procyclical rates of capital
utilization for cyclical movements
in labor productivity and returns to
scale. Using a measure of capital
services based on electricity con-
sumption, we organize our investi-
gation around five questions: 1)
Are near or actual short-run in-
creasing returns to labor an artifact
of the failure to accurately measure
capital utilization rates? 2) Can we
find a significant role for capital
services in aggregate and industry-
level production technologies? 3) Is
there evidence against the hypoth-
esis of constant returns to scale? 4)
Can we reject the notion that the
residuals in our estimated produc-
tion functions represent technology
shocks? 5) How does correcting for
cyclical variations in capital ser-
vices affect the statistical properties
of estimated aggregate technology
shocks? The answer to the first two
questions is yes; the answer to the
third and fourth questions is no.
The answer to the fifth question is
“a lot.”

Differential Mortality
and Wealth Accumulation
Orazio P. Attanasio and

Hilary W. Hoynes

NBER Working Paper No. 5126

May 1995

JEL Nos. D1, E2, HO
Aging, Economic Fluctuations,
Public Economics

The issue of asset accumulation
and decumulation is central to the
life-cycle theory of consumer be-
havior and to many policy ques-
tions. One of the main implications
of the life-cycle model is that assets
are spent down in the last part of
life. Most empirical studies in this
area use cross-sectional data of es-
timated mean or median wealth—
age profiles. But using cross sec-
tions to estimate the age profile of
assets is full of pitfalls. For exam-
ple, if wealth and mortality are re-
lated, in that poorer individuals die
younger, then using cross-sectional
data overestimates the last part of
the wealth-age profile because
means (or other measures of loca-
tion) are taken over a population
that becomes “richer” as it ages.

This paper examines the effect
of differential mortality on cross-
sectional estimates of wealth-age
profiles. Our approach is to quanti-
fy the dependence of mortality
rates on wealth, and to use these
estimates to “correct” wealth—age
profiles for sample selection caused
by differential mortality. We esti-
mate mortality rates as a function
of wealth and age for a sample of
married couples drawn from the
Survey of Income and Program Par-
ticipation. Our results show that ac-
counting for differential mortality
produces wealth profiles with sig-
nificantly more dissaving among
the elderly.

Are Lots of College
Graduates Taking
High School Jobs? A
Reconsideration of
the Evidence

John Tyler,

Richard J. Murnane, and
Frank Levy

NBER Working Paper No. 5127

May 1995
JEL No. j24
Labor Studies

Several recent published papers
have asserted that a growing pro-
portion of workers with college de-
grees are either unemployed or
employed in jobs requiring only
high school-level skills. Using data
from the 1980 and 1990 Censuses
of Population and Housing, we
show that this assertion does not
reflect labor market trends accu-
rately for young (25-34-year-old)
male or female college graduates,
or for older (45-54-year-old) fe-
male college graduates. For all of
these groups, real earnings in-
creased during the 1980s, and the
percentage in “high school jobs”
declined. The assertion is valid
only for older male college gradu-
ates. Young college graduates im-
proved their labor market position
during the 1980s by increasingly
obtaining degrees in fields that had
high earnings at the beginning of
the decade, and had the highest
earnings growth over the decade.

GARCH Gamma
Robert F. Engle and
Joshua V. Rosenberg
NBER Working Paper No. 5128
May 1995

Asset Pricing

This paper addresses the issue
of hedging option positions when
the underlying asset exhibits sto-
chastic volatility. By parameterizing
the volatility process as GARCH,
and using risk-neutral valuation, we
estimate hedging parameters (delta
and gamma) using Monte Carlo
simulation. We estimate hedging
parameters for options on the Stan-
dard & Poor’s 500 index, a bond
futures index, a weighted foreign
exchange rate index, and an oil fu-
tures index.
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We find that Black-Scholes
(B-S) and GARCH deltas are similar
for all the options considered,
while GARCH gammas are signifi-
cantly higher than B-S gammas for
all options. For near-the-money op-
tions, GARCH gamma hedge ratios
are higher than B-S hedge ratios
when hedging a long-terrn option
with a short-term option. Away
from the money, GARCH gamma
hedge ratios are lower than B-S.

Testing Option
Pricing Models

David S. Bates

NBER Working Paper No. 5129
May 1995

JEL No. G13

Asset Pricing

This paper discusses the com-
monly used methods for testing
option pricing models, including
Black—Scholes, constant elasticity
of variance, stochastic volatility,
and jump-diffusion models. Since
options are derivative assets, the
central empirical issue is whether
the distributions implicit in option
prices are consistent with the time-
series properties of the underlying
asset prices. I discuss three rele-
vant aspects of consistency, corre-
sponding to whether time-series-
based inferences and option prices
agree with respect to volatility,
changes in volatility, and higher
moments. I also survey the exten-
sive empirical literature on stock
options, options on stock indexes
and stock index futures, and op-
tions on currencies and currency
futures.

Financial Intermediation
and the Great Depression:
A Multiple Equilibrium
Interpretation

Russell Cooper and

Joao Ejarque

NBER Working Paper No. 5130

May 1995
JEL Nos. E32, E44, N12
Economic Fluctuations

This paper explores the behav-
ior of the U.S. economy during the
interwar period from the perspec-
tive of a model in which noncon-
vexities in the intermediation pro-
cess give rise to multiple equilibri-
ums. The resulting indeterminancy
is resolved with a sunspot process
that leads to endogenous fluctua-
tions in aggregate economic activi-
ty. From this perspective, the De-
pression is a regime shift associated
with a financial crisis.

Our model economy has proper-
ties that are broadly consistent with
observations over the interwar peri-
od. Contrary to observation, though,
the model predicts a negative cor-
relation of consumption and invest-
ment, as well as a highly volatile
capital stock. Our model of finan-
cial crisis reproduces many aspects
of the Great Depression, although
the model predicts a much sharper
fall in investment than is observed
in the data. Modifications to our
model (for example, adding dura-
ble goods and a capacity utilization
choice) do not overcome these
deficiencies.

Sovereign Debt

Jonathan Eaton and

Raquel Fernandez

NBER Working Paper No. 5131
May 1995

JEL No. F34

International Trade and Investment,
International Finance and
Macroeconomics

We review the literature on sov-
ereign debt, organizing our survey
around three central questions: 1)
Why do sovereign debtors ever re-
pay their debts? 2) What burdens,
in the form of distortions and inef-
ficiencies, does sovereign debt im-

pose? 3) How might debt be re-
structured to reduce these burdens?
In grappling with the first question,
the literature has pointed to and ar-
gued about the roles of reputation,
punishments, rewards, and renego-
tiation. In addressing the second,
the literature has asked whether
sovereign debtors tend to borrow
too much or too little, and how
debt can distort the domestic econ-
omy. Answers to the third question
include measures by creditors, by
debtors, and by public institutions
to reduce debt burdens.

The Law of One Price
over 700 Years
Kenneth A. Froot,
Michael Kim, and
Kenneth Rogoff

NBER Working Paper No. 5132
May 1995

JEL No. F30

International Trade and Investment,
International Finance and
Macroeconomics

This paper examines annual com-
modity price data from England
and Holland over a span of seven
centuries. Our dataset incorporates
transactions prices on eight com-
modities: barley, butter, cheese,
eggs, oats, peas, silver, and wheat.
We also have pound/shilling nomi-
nal exchange rates going back, in
some cases, to 1273. We find that
the volatility and persistence of de-
viations from the law of one price
have been remarkably stable over
time. These deviations are highly
correlated across commodities (es-
pecially at annual horizons) and,
for most pairwise comparisons in
most centuries, at least as volatile
as relative prices across different
goods within the same country.
Our analysis challenges the con-
ventional view that the modern
floating exchange rate experience
is exceptional in terms of the be-

NBER Reporter Summer 1995 57.




havior of relative (exchange rate
adjusted) prices across countries.

Measuring Gross Worker
and Job Flows

Steven J. Davis and

John C. Haltiwanger

NBER Working Paper No. 5133

May 1995

JEL Nos. J63, C81

Labor Studies

We combine information from
several different studies and data-
sets to assemble a fuller, more ac-
curate picture of job flows and
worker flows in U.S. labor markets.
Our picture characterizes the mag-
nitudes of job and worker flows,
the connections between them,
their cyclical behavior, differences
among identifiable groups of work-
ers and employers, the spatial con-
centration of job flows, and other
aspects of labor market dynamics.
We also assess the relative strengths
and weaknesses of the U.S. data-
sets that are currently available for
measuring labor market flows. We
also clarify the relationships among
various measures of labor market
flow that appear in the-literature.
Finally, we discuss prospects for
using administrative records main-
tained by U.S. government agen-
cies to develop new longitudinal
datasets that would permit timely,
detailed, and comprehensive mea-
sures of gross job and worker
flows.

The Relationship Between
State and Federal

Tax Audits

James Alm, Brian Erard, and
Jonathan S. Feinstein

NBER Working Paper No. 5134

May 1995

Public Econormics

We present an econometric anal-
ysis of state and federal tax audits.
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Using a survey of state tax adminis-
trators, we find that most state tax
audit programs are small and rely
extensively on information provid-
ed by the IRS, although some of
them are large and sophisticated.
Then we present results from a de-
tailed econometric analysis of state
and federal tax returns and tax au-
dits from Oregon for tax year 1987.

We conclude first that Oregon
state and IRS selection criteria are
similar, but not identical. This sug-
gests that both tax agencies might
benefit from greater sharing of in-
formation, especially in some audit
classes. Second, Oregon state and
IRS audit assessments are strongly
positively correlated, as expected.
Third, the shadow values associat-
ed with providing additional audit
resources to the Oregon Depart-
ment of Revenue and the IRS in va-
rious audit classes range from two
to five dollars for the IRS and from
one to three dollars for Oregon.

Factor Mobility and
Income Growth: Two
Convergence Hypotheses
Assaf Razin and Chi-Wa Yuen
NBER Working Paper No. 5135

May 1995

JEL No. FO

Growth, International Finance and
Macroeconomics

While technologies and policy
fundamentals presumably are dif-
ferent internationally, thus inducing
differences in growth rates, capital
mobility is a powerful force in
achieving complete equalization of
growth rates across countries. We
provide evidence in support of this
effect, showing that restrictions on
capital flows tend to make growth
rates for individual countries more
divergent. In the context of region-
al growth, however, labor mobility
is capable of generating equaliza-
tion of income Jevel across regions

in the presence of knowledge spill-
overs. There is some supporting
evidence for this effect, showing
that restrictions on labor flows tend
to make individual region/country
per capita income more divergent.

How Does Privatization
Work? Evidence from
the Russian Shops

Nicholas Barberis,

Maxim Boycko, Andrei Shleifer,
and Natalia Tsukanova

NBER Working Paper No. 5136

May 1995

Corporate Finance, Labor Studies,
Public Economics

We use a survey of 452 Russian
shops, most of which were priva-
tized between 1992 and 1993, to
measure the importance of alterna-
tive channels through which priva-
tization promotes restructuring. Re-
structuring is measured as capital
renovation, change in suppliers, in-
crease in hours that stores stay
open, and layoffs. There is strong
evidence that the presence of new
owners and new managers raises
the likelihood of restructuring. In
contrast, there is no evidence that
equity incentives for old managers
promote restructuring. New human
capital appears to play a critical
role in economic transformation.

Do Labor Rents Justify
Strategic Trade and
Industrial Policy?
William T. Dickens

NBER Working Paper No. 5137
May 1995

JEL Nos. H21, J41, F13
International Trade and Investment,
Labor Studies

Several efficiency-wage theories
of wage determination assume that
identical workers are more produc-
tive in high-wage industries, and
that the promotion of employment




in high-wage industries can in-
crease GDP (and some measures
of welfare). I argue that while poli-
cies to favor high-wage industries
may increase productivity, their ef-
fects in developed economies are
likely to be very small. This is
mainly because the workers who
fill the high-wage vacancies come
from fairly high-wage jobs.

How Much Better Is Bigger,
Faster, and Cheaper?
Buyer Benefits from
Innovation in Mainframe
Computers in the 1980s
Kenneth H. Brown and

Shane M. Greenstein

NBER Working Paper No. 5138

May 1995

JEL Nos. H57, L63, C50

Productivity

This paper develops and esti-
mates cost-of-living indexes (for
example, Fisher and Griliches,
1995) for measuring the buyer ben-
efits from technical change in the
commercial mainframe computer
industry in the 1980s. We use a
microeconometric model of de-
mand for product characteristics
that are embodied in a computer
system. The model highlights buy-
ers’ benefits from technical change
when innovation either increases
the price of characteristics or in-
creases the range of available char-
acteristics. (This is in the spirit of
Trajtenberg, 1989.)

We find that our utility-based
cost-of-living index declines rapid-
ly: approximately 10-15 percent
per year. By historical standands
for innovation, this is quite a rapid
rate. Second, our estimates contrast
with the rate of change in quality-
adjusted prices in mainframe com-
puters, approximately 25-30 per-
cent per year. Third, while large
declines in price have induced in-

creases in purchasing, most buyers
began the 1980s with a “small”
mainframe system and still bought
a small system at the end of the
decade, despite rapidly declining
mainframe prices and large exten-
sions in computing capacity. The
experience of the majority out-
weighs the benefits received by a
few (with elastic demand) who
took advantage of lower prices and
extensions in the product space.

Investment, Pass-Through,
and Exchange Rates: A
Cross-Country Comparison
Jose Campa and

Linda S. Goldberg

NBER Working Paper No. 5139

June 1995

International Trade and Investment,
International Finance and
Macroeconomics

Although large changes in real
exchange rates have occurred dur-
ing the past decades, we do not
know the real implications of these
movements. Using detailed data
from the United States, Canada, the
United Kingdom, and Japan, we
examine the implications of ex-
change rates for sectoral invest-
ment over time. We show both
theoretically and empirically that
the responsiveness of investment
to exchange rates varies over time,
positively in relation to sectoral re-
liance on export share, and nega-
tively with respect to imported in-
puts into production. The quantita-
tive importance of each of these
channels of exposure is a function
of a set of exchange rate pass-
through and demand elasticities.
There are important differences in
the endogeneity of investment
across high- and low-markup sec-
tors: investment in low-markup
sectors is significantly more re-
sponsive to exchange rates. Unlike-
pass-through elasticities, which are

viewed as industry-specific, invest-
ment endogeneity to exchange rates
is a country-specific phenomenon.

A Center-Periphery Model
of Monetary Coordination
and Exchange Rate Crises
Willem H. Buiter,

Giancarlo Corsetti, and

Paolo A. Pesenti

NBER Working Paper No. 5140

June 1995

JEL Nos. F31, F33, F41

International Finance and
Macroeconomics, Monetary Economics

We analyze the modalities and
consequences of a breakdown in
cooperation among the monetary
authorities of inflation-prone “Pe-
riphery Countries” that use an ex-
change rate peg as an anti-infla-
tionary device when an aggregate
demand shock hits the “Center.”
Cooperation in the periphery is
constrained to be symmetric: costs
and benefits must be equal for all.
Our model suggests that there are
at least two ways in which a gener-
alized crisis of the exchange rate
system may emerge:

1) When the constrained cooper-
ative response of the periphery is a
moderate common devaluation,
while the noncooperative equilibri-
um has large devaluations by a few
countries, an exchange rate crisis
will emerge if periphery countries
give in to their individual incentives
to renege on the cooperative agree-
ment. 2) If the center shock is not
large enough to trigger a general
devaluation in the constrained co-
operative equilibrium, yet some of
the periphery countries would de-
value in the Nash equilibrium,
making the monetary stance in the
system more expansionary, then re-
version to Nash is collectively ratio-
nal. We offer this model as a useful
parable for interpreting the collapse
of the European Monetary Regime
in 1992-3.
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Economic Implications of
Changing Share Ownership
Benjamin M. Friedman

NBER Working Paper No. 5141

June 1995

JEL No. G1

Asset Pricing, Monetary Economics

Institutional investors, including
especially pension funds and mu-
tual funds, are steadily replacing
individuals as owners of equity

shares in the United States. Forty .

years ago individual investors
owned 90 percent of all equity
shares outstanding. Today the in-
dividually owned share is just 50
percent.

The arguments and evidence
surveyed in this paper suggest four
ways in which this shift in share
ownership could affect the func-
tioning of the equity market: 1) In-
creasing institutional ownership
could either enhance or impair the
market’s ability to provide equity
financing for emerging growth
companies. 2) Increasing institu-
tional ownership, especially in the
form of open-end mutual funds,
probably has increased the mar-
ket’s volatility in the context of oc-
casional large price movements. 3)
The increasing prevalence of de-
fined-contribution (as opposed to
defined-benefit) pension plans, and
especially of 401(k) plans, probab-
ly has resulted in an increased mar-
ket price of risk. 4) Increasing in-
stitutional ownership has facilitated
a greater role for shareholders in
the governance of U.S. corporate
business, and correspondingly re-
duced the independence of corpo-
rate managements.

The Collapse of the
Mexican Peso: What

Have We Learned?

Jeffrey D. Sachs, Aaron Tornell,
and Andrés Velasco

NBER Working Paper No. 5142
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June 1995
International Finance and
Macroeconomics

In the first quarter of 1995 Mexi-
co found itself in the grip of an in-
tense financial panic. Foreign in-
vestors fled Mexico despite very
high interest rates on Mexican se-
curities, an undervalued currency,
and financial indicators that point-
ed to long-term solvency. The fun-
damental conditions of the Mexican
economy cannot account for the
entire crisis. The crisis was caused
by unexpected shocks that oc-
curred in 1994, and the inadequate
policy response to those shocks. In
the aftermath of the March assassi-
nation, the exchange rate experi-
enced a nominal devaluation of
around 10 percent, and interest
rates increased by around 7 per-
centage points. However, the capi-
tal outflow continued. In response,
policymakers maintained the ex-
change rate rule, and to prevent
further increases in interest rates,
expanded domestic credit and con-
verted short-term peso-denominat-
ed government liabilities (Cetes)
falling due into dollar-denominated
bonds (Tesobonos). The result was
a fall in international reserves and
an increase in short-term dollar-de-
nominated debt. The government
simply ended up illiquid, and
therefore financially vulnerable. II-
liquidity exposed Mexico to a self-
fulfilling panic.

The Paradox of Liquidity
Stewart C. Myers and
Raghuram G. Rajan

NBER Working Paper No. 5143
June 1995

JEL Nos. G20, G32, G33

Corporate Finance

The more liquid a company’s as-
sets are, the greater their value in a
short-notice liquidation. Liquid as-

sets generally are viewed as in-
creasing debt capacity, other things
being equal. This paper focuses on
the dark side of liquidity: greater li-
quidity reduces the ability of bor-
rowers to commit to a specific course
of action. We examine the effects
of differences in asset liquidity on
debt capacity, and suggest an alter-
native theory of financial interme-
diation and disintermediation.

Intraschool Variation in
Class Size: Patterns

and Implications
Michael Boozer and

Cecilia Rouse

NBER Working Paper No. 5144
June 1995 '

JEL No. JO

Labor Studies

Economists attempting to ex-
plain the widening black-white
wage gap of the late 1970s in terms
of differences in school quality
have been faced with a problem:
using a variety of measures, recent
data reveal virtually no gap in the
quality of schools attended by
blacks and whites. In this paper,
we reexamine racial differences in
school quality using the pupil-
teacher ratio, rather than the
school’s average class size, in an
education production function. We
then consider the importance of
using actual class size rather than
school-level measures of class size.

We find that while the pupil-
teacher ratio and average class size
are correlated, the pupil-teacher ra-
tio is systematically less than or
equal to average class size. Mathe-
matically, part of the difference is
caused by the intraschool alloca-
tion of teachers to classes. As a re-
sult, while the pupil-teacher ratio
suggests no black-white differ-
ences in class size, measures of the
school’s average class size suggest
that blacks are in larger classes.




Further, the two measures result in
different estimates of the impor-
tance of class size in an education
production function.

We also conclude that school
level measures may obscure impor-
tant variation in class size within
schools caused by the smaller com-
pensatory education classes. Since
black students are more likely to
be assigned to these classes, a kind
of aggregation bias results. Blacks
are not only in schools with larger
average class sizes, but they also
are in larger classes within schools,
conditional on the type of class.
The class size patterns within
schools suggest that using within-
school variation in education pro-
duction functions is not a perfect
solution to aggregation problems:
students are not randomly assigned
to classes of differing sizes. How-
ever, once the selection problem
has been addressed, it appears that
smaller classes at the eighth grade
lead to larger gains in test scores
from eighth to tenth grade. Differ-
ences in class size also can explain
approximately 15 percent of the
black-white difference in educa-
tional achievement.

Measuring Monetary
Policy

Ben S. Bernanke and
Ilian Mihov

NBER Wotking Paper No. 5145
June 1995

JEL No. E52

Monetary Economics

Extending the approach of Ber-
nanke and Blinder (1992), Strongin
(1992), and Christiano, Eichen-
baum, and Evans (1994), we devel-
op and apply a vector autoregres-
sion (VAR)-based methodology for
measuring the stance of monetary
policy. More specifically, we devel-
op a “semi-structural” VAR ap-
proach, which extracts information

about monetary policy from data
on bank reserves and the federal
funds rate, but leaves the relation-
ships among the macroeconomic
variables in the system unrestrict-
ed. The methodology nests earlier
VAR-based measures, and can be
used to compare and evaluate
these indicators. It also can be
used to construct measures of the

stance of policy that optimally in-

corporate estimates of the Fed’s
operating procedure for any given
period.

Among existing approaches, we
find that innovations to the federal
funds rate (Bernanke—Blinder) are
a good measure of policy innova-
tions during 1965-79 and 1988-94.
For 1979-94 as a whole, innova-
tions to the component of nonbor-
rowed reserves that is orthogonal
to total reserves (Strongin) seems
to be the best choice. We develop
a new measure of policy stance
that conforms well to qualitative in-
dicators of policy, such as the Bos-
chen—Mills (1991) index. Innova-
tions to our measure lead to rea-
sonable and precisely estimated
dynamic responses by variables
such as real GDP and the GDP
deflator.

Inside the Black Box:
The Credit Channel
of Monetary Policy
Transmission

Ben S. Bernanke and
Mark Gertler

NBER Working Paper No. 5146
June 1995

JEL Nos. E44, E51

Economic Fluctuations,
Monetary Economics

The “credit channel” theory of
monetary policy transmission holds
that informational frictions in credit
markets worsen during periods of
tight money. The resulting increase
in the external finance premium—

the difference in cost between in-
ternal and external funds—enhan-
ces the effects of monetary policy
on the real economy. We docu-
ment the responses of GDP and its
components to monetary policy
shocks and describe how the credit
channel helps explain the facts. We
then discuss two main components
of this mechanism: the balance-
sheet channel and the bank-lend-
ing channel. We argue that fore-
casting exercises using credit aggre-
gates are not valid tests of this theory.

Tax Subsidies to
Employer-Provided
Health Insurance
Jonathan Gruber and

James M. Poterba

NBER Working Paper No. 5147

June 1995

JEL Nos. H24, H51, 11

Aging, Health Care, Public Economics

This paper investigates the cur-
rent tax subsidy to employer-pro-
vided health insurance, and pre-
sents new evidence on the eco-
nomic effects of various tax re-
forms. We argue that previous
analyses have overstated the tax
subsidy to employer-provided in-
surance by neglecting the substan-
tial and growing importance of af-
tertax employee payments for em-
ployer-provided insurance, as well
as the tax subsidy for extreme
medical expenses, which discour-
ages the purchase of insurance.
Even after considering these fac-
tors, however, the net tax subsidy
to employer-provided insurance is
substantial, with tax factors gener-
ating an average reduction of ap-
proximately 30 percent in the price
of this insurance. Reducing the tax
subsidy, either by capping the val-
ue of employer-provided health in-
surance that could be excluded
from taxation, or eliminating the
exclusion entirely, would have
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substantial effects on the level of
employer-provided insurance and
on tax revenues.

Does the AIDS Epidemic
Really Threaten
Economic Growth?
David E. Bloom and

Ajay S. Mahal

NBER Working Paper No. 5148
June 1995

JEL Nos. I1, O1

Health Care, Labor Studies

This study examines the claim
that the AIDS epidemic will slow
the pace of economic growth. For
51 developing and industrial coun-
tries for which we were able to as-
semble data, we examine the asso-
ciation between changes in the
prevalence of AIDS and the rate of
growth of GDP per capita. We use
well-established empirical growth
models to control for a variety of
factors possibly correlated with the
prevalence of AIDS that might also
influence growth. We also account
for possible simultaneity in the re-
lationship between AIDS and eco-
nomic growth.

Our main finding is that the
AIDS epidemic has not had a sig-
nificant effect on the growth rate of
per capita income, nor is there evi-
dence of reverse causality. We also
find that the insignificant effect of
AIDS on income per capita is qual-
itatively similar to the insignificant
effect on wages of the Black Death
in England and France during the
Middle Ages, and the insignficant
effect on output per capita of influ-
enza in India during 1918-9.

Does Welfare Play Any
Role in Female
Headship Decisions?
Hilary Williamson Hoynes
NBER Working Paper No. 5149
June 1995

Public Economics
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During the last 30 years, the
composition of white and black
families in the United States has
changed dramatically. In 1960, less
than 10 percent of families with
children were headed by a single
mother, while in 1990 more than
20 percent of families with children
were headed by a female.

A large body of research has fo-
cused on the role of the U.S. wel-
fare system, and in particular the
Aid to Families with Dependent
Children (AFDC) program, in con-
tributing to these dramatic changes
in family structure. Most studies
use cross-sectional data, and identi-
fy the effect of welfare on female
headship through interstate varia-
tion in the AFDC program. But re-
cent research finds that controlling
for state effects has a large impact
on the estimated effect of welfare.

This paper examines why state
effects matter by examining the im-
portance of individual effects and
policy endogeneity. One explana-
tion for why state effects matter is
that the composition of the popula-
tion across states differs, and is re-
lated to the generosity of the state’s
welfare program. If that is true,
then controlling for individual ef-
fects should have the same result
as controlling for state effects. Sec-
ond, I examine the endogeneity of
AFDC policy by including controls
that represent the determinants of
state welfare generosity. My results
show that after controlling for indi-
vidual effects, there is no evidence
that welfare contributes to increas-
ing propensities to form female-
headed households, either for
whites or blacks. Further, my re-
sults suggest that migration among
blacks induced by welfare leads to
an upward bias in the estimated
welfare effect found in previous
studies.

Would Reducing Tenure
Probabilities Increase
Faculty Salaries?

Ronald G. Ehrenberg,

Paul J. Pieper, and

Rachel A, Willis

NBER Working Paper No. 5150
June 1995

JEL No. J44

Labor Studies

The sir\nplest competitive labor
market model asserts that if tenure
is a desirable job characteristic for
professors, then they should be
willing to pay for it by accepting
lower salaries. Conversely, if an in-
stitution unilaterally reduces the
probability that its assistant profes-
sors receive tenure, then it will
have to pay higher salaries to at-
tract new faculty.

Our paper tests this theory. We
use data on salary offers accepted
by new assistant professors at eco-
nomics departments in the United
States between 1974-5 and 1980-1,
along with data on the proportion
of new Ph.D.s hired by each de-
partment between 1970 and 1980
who ultimately received tenure in
the department, or at a comparable
or higher-quality department. We
find that a trade-off did exist.
Equally important, departments that
offer low probabilities of tenure to
assistant professors also pay higher
salaries to their tenured faculty. We
attribute this to their need to pay
higher salaries to attract tenured
faculty from the external market.

Technological Diffusion,
Convergence, and Growth
Robert J. Barro and

Xavier Sala-i-Martin

NBER Working Paper No. 5151

June 1995

JEL Nos. 040, O14

Growth, Economic Fluctuations

We construct 2 model that com-




bines elements of endogenous
growth with the convergence im-
plications of the neoclassical
growth model. In the long run, the
world growth rate is driven by dis-
coveries in the technologically
leading economies. Followers con-
verge toward the leaders, because
copying is cheaper than innovation
over some range. A tendency for
the costs of copying to increase re-
duces the growth rate of followers,
and thereby generates a pattern of
conditional convergence. We dis-
cuss how countries are selected to
be technological leaders, and we
assess the welfare implications.
Poorly defined intellectual property
rights imply that leaders have in-
sufficient incentive to invent, and
followers have excessive incentive
to copy.

Habit and Heterogeneity
in the Youthful Demand
for Alcohol

Michael J. Moore and

Philip J. Cook

NBER Working Paper No. 5152
June 1995

JEL Nos. 012, 112, 118

Health Care

Observed patterns of youthful
drinking indicate substantial persis-
tence; this paper analyzes how
much of that persistence reflects
the actual development of a habit,
and how much is caused by unob-
served aspects of the individual
and the environment. We also ex-
plore the role of restrictions on the
availability of alcohol, both in the
current period and in adolescence.
We find that much of the observed
persistence represents habit forma-
tion, and not unobserved character-
istics. Consequently, restrictions on
the availability of alcohol, particu-
larly at an early age, alter subse-
quent patterns of alcohol con-
sumption and abuse.

Death and Tobacco Taxes
Michael J. Moore

NBER Working Paper No. 5153
June 1995

JEL Nos. H23, 112, 118

Health Care

This study analyzes the effects
of changes in the tobacco excise
tax on mortality attributable to
heart disease, cancer, and asthma.
Reduced-form regressions of mor-
tality rates on tax data for 1954-88,
with controls for state, year, in-
come, and unobserved persistence,
indicate that tax increases lead to
statistically significant decreases in
mortality. A 10 percent increase in
the tax is projected to save approx-
imately 5200 lives a year.

Identifying the Output
Effects of Monetary Policy
John H. Cochrane

NBER Working Paper No. 5154

June 1995

Economic Fluctuations,

Monetary Economics

What are the relative effects of
anticipated versus unanticipated
monetary policy? I examine the ef-
fect of an identifying assumption
on vector autoregression estimates
of the output response to money,
assuming that anticipated monetary
policy can have some effect on out-
put in much shorter and smaller
estimates of output response, esti-
mates closer to the predictions of
most monetary models.

The Taxation of
Two-Earner Families
Martin Feldstein and
Daniel R. Feenberg

NBER Working Paper No. 5155
June 1995

JEL Nos. H24, H21

Public Economics

This paper examines the effi-

ciency and revenue effects of sev-
eral alternative tax treatments of
two-earner families, using estimates
of the compensated elasticities of
the labor supply of married women
based on the experience with the
1986 tax rate reductions. The analy-
sis of alternative options relies on
the NBER TAXSIM model, which
has been modified to incorporate
separate estimates of the earnings
of husbands and wives. The mar-
ginal tax rates explicitly incorporate
Social Security payroll taxes, net of
the present actuarial value of future
retirement benefits.

Three general conclusions emerge
from the simulations of the various
options: First, the high existing
marginal tax rates on married wom-
en cause substantial deadweight
losses that could be reduced by al-
ternative tax rules that would lower
their marginal rates. Second, behav-
ioral responses to lower marginal
tax rates induce additional tax pay-
ments that offset large fractions of
the “static” revenue losses. Third,
there are substantial differences in
cost effectiveness, that is, in the
revenue cost per dollar of reduced
deadweight loss, among these op-
tions. Several of the options are
cost effective enough that they
probably could be combined with
other ways of raising revenue to
produce a net reduction in the
deadweight loss of the tax system
as a whole.

However, we are aware that the
current framework is very restric-
tive in three important ways. First,
it ignores the response of the pri-
mary earner in the couple to any
change in tax rates on spousal in-
come. Second, it defines the labor
supply response very narrowly in
terms of participation and hours,
excluding such important dimen-
sions of labor supply as choice of
occupation and of particular job,
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effort, location, travel requirements,
riskbearing, assumption of respon-
sibility, and so forth. More general-
ly, taxes not only affect the labor
-supply of men and women but also
change taxable income by chang-
ing excluded income (fringe bene-
fits, and so forth) and taxpayer de-
ductions. These changes in taxable
income are the key to influencing
tax revenue and the deadweight
loss of alternative tax rules. We
plan to extend the current work to
merge evidence on the effects of
taxes on the hours and participa-
tion of married women with the
more general evidence on the sen-
sitivity of taxable income to mar-
ginal tax rates.

Liberalized Portfolio
Capital Inflows in
Emerging Markets:
Sterilization, Expectations,
and the Incompleteness of
Interest Rate Convergence
Jeffrey A. Frankel and

Chudozie Okongwu

NBER Working Paper No. 5156

June 1995

International Finance and
Macroeconomics, Monetary Economics

This paper examines interest
rates in nine Latin American and
East Asian countries during 1987-
94. Our goal is to discover why in-
terest .rates have remained high,
failing to converge to U.S. levels,
despite capital market liberalization
and a resurgence of portfolio capi-
tal inflows during the second half
of this sample period. Related
questions are whether portfolio
capital flows are strong enough to
equalize expected returns between
these “emerging markets” and the
United States, and whether there is
any scope left for the authorities to
sterilize inflows. We conclude that
the largest single component of the
gap in interest rates is expectations

of depreciation of the local curren-
cies against the dollar. Key to the
analysis is the use of survey data
on exchange rate forecasts by mar-
ket participants. Indicative of inte-
grated financial markets, there is
also a big effect of U.S. interest
rates on local interest rates, and a
highly significant degree of capital
flow offset to monetary policy.

Consumer Product Safety
Regulation in the United
States and the United
Kingdom: The Case

of Bicycles

Wesley A. Magat and

Michael J. Moore

NBER Working Paper No. 5157
June 1995

JEL Nos. 118, 112

Health Care, Industrial Organization

We study the effects of U.S and
U.K. bicycle safety regulations on
bicycle accident rates for various
age groups in the population. We
find small, statistically significant
decreases in accident rate as more
bicycles come into compliance with
the regulations. This result is inde-
pendent of country, season, and
trend effects, and holds across a
range of age groups. The results
run counter to those of similar
studies. This appears to reflect our
focus on a specific standard, rather
than on broad enabling legislation,
and our reliance on the longer time
series available.

Labor Supply Response
to the Earned Income
Tax Credit

Nada Eissa and
Jeffrey B. Liecbman

NBER Working Paper No. 5158
June 1995

JEL Nos. H2, I3, J2

Public Economics

In a series of major expansions

starting in 1987, the earned income
tax credit (EITC) has become a
central part of the federal govern-
ment’s anti-poverty strategy. In this
paper, we examine the impact of
the Tax Reform Act of 1986
(TRA8G), which included an expan-
sion of the EITC, on labor force
participation and hours of work.
The expansion of the credit affect-
ed an easily identifiable group, sin-
gle women with children, but is
predicted to have had no effect on
another group, single women with-
out children. Other features of
TRAS86, such as the increase in the
value of dependent exemptions
and the large increase in the stan-
dard deduction for head-of-house-
hold filers, are predicted by eco-
nomic theory to have reinforced
the impact of the EITC on the rela-
tive labor supply outcomes of sin-
gle women with and without chil-
dren. Therefore we compare the
change in labor supply of single
women with children to the
change in labor supply of single
women without children.

We find that between 1984-6
and 1988-9 single women with
children increased their participa-
tion in the labor force by 1.4 per-
centage points (from a base of 73.1
percent) relative to single women
without children. We explore a
number of possible explanations
for this finding and conclude that
the 1987 expansion of the EITC
and the other provisions of TRA86
are the most likely explanations.
We find no effect of the EITC ex-
pansion on the hours of work of
single women with children who
were already in the labor force.
Compared to other elements of the
welfare system, the EITC appears
to produce little distortion of work
incentives.
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Race and Education
Differences in Disability
Status and Labor Force
Attachment

John Bound,

Michael Schoenbaum, and
Timothy Waidmann

NBER Working Paper No. 5159
June 1995

JEL Nos. J26, J14, J15

Aging, Labor Studies

The labor force participation
rates of older, working age black
men and of men with relatively low
levels of education historically have
been significantly lower than those
of white men and/or men with
more education. This paper uses
data from the new Health and Re-
tirement Survey to examine the ex-
tent to which variation in health
and job characteristics can account
for these differences. Our analysis
suggests that race and education
differences in the health status of
middle-aged men can explain a
substantial fraction of black/white
differences in labor force attach-
ment, and essentially all of the gap
among men with different levels of
education.

Why Is There
Multilateral Lending?
Dani Rodrik

NBER Working Paper No. 5160
June 1995

JEL Nos. F21, F34, F35
International Trade and Investment,
International Finance and
Macroeconomics

Why should multilateral lending
exist in a world where private capi-
tal markets are well developed and
governments have their own bilat-
eral aid programs? If lending by the
World Bank, IMF, and regional de-
velopment banks has an indepen-
dent rationale, it must be related to
the advantages generated by the

multilateral nature of these institu-
tions. In principle there are two
such advantages. First, since infor-
mation on the quality of invest-
ment environments in different
countries in many ways is a collec-
tive good, multilateral agencies are
in a better position to internalize
the externalities that may arise
from it. This creates a rationale for
multilateral lending in terms of in-
JSormation provision, particularly in
terms of monitoring government
policies in recipient countries.

Second, as long as multilateral
agencies retain some degree of au-
tonomy from the governments that
own them, their interaction with
recipient countries, although offi-
cial in nature, can remain less po-
liticized than intergovernmental
links. This in turn endows multilat-
eral agencies with an advantage in
the exercise of conditionality (that
is, in lending that is conditional on
changes in government policies).
Neither of these two potential ad-
vantages has much to do with
lending per se. However, multilat-
eral lending may be required to
make these agencies’ tasks compat-
ible in terms of incentives. I find
little evidence that multilateral
lending has acted as a catalyst for
private capital flows.

Inflation Indicators and
Inflation Policy

Stephen G. Cecchetti

NBER Working Paper No. 5161
June 1995

JEL Nos. E31, E37, E52

Monetary Economics

In recent years, central bankers
throughout the world have advo-
cated a shift in monetary policy to-
ward inflation targeting. Recent ac-
tions in the United States serve to
highlight the desire of the Federal
Reserve to keep inflation low and
stable, while downplaying the like-

ly consequences for output and
employment. But control of infla-
tion requires that one be able to
forecast the future path of the price
level and estimate what impact
changes in policy have on that
path. Unfortunately, inflation is
very difficult to forecast even at
very near horizons. This is because
the relationship between potential
indicators of inflation and inflation
itself is neither very strong nor very
stable. Beyond this, the relationship
between monetary policy instru-
ments, including the Federal Funds
rate, and inflation also varies sub-
stantially over time, and cannot be
estimated precisely.

Policy rules can take these diffi-
culties into account. I examine sev-
eral such rules, and find that they
have the following interesting
properties: First, since prices take
time to respond to all types of im-
pulses, the object of price stability
implies raising the Federal Funds
rate immediately following a shock,
rather than waiting for prices to
rise before acting. Second, compar-
ison of the results of price level tar-
geting with nominal income target-
ing suggests that the difficulties in-
herent in forecasting and control-
ling the former provide an argu-
ment for focusing on the latter.

Cyclical Versus Secular
Movements in
Employment Creation
and Destruction
Edward Montgomery and
Randall W. Eberts

NBER Working Paper No. 5162
June 1995

JEL Nos. J63, E24, R1

Labor Studies

This paper offers an analysis of
cydlical and secular patterns in job
turnover based on establishment-
level data. We provide evidence
from multiple datasets showing
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that the job turnover process is
markedly different over time and
across regions. Over time, employ-
ment fluctuations are associated
primarily with job destruction.
Across regions, employment differ-
ences are associated more with job
creation. Differences exist between
the cyclical (within) and secular
(across state) responses in job cre-
ation and destruction to output
shocks. Movements in job creation
and destruction also are related to
the types of human capital exter-
nalities or technological spillovers
used to explain long-run differ-
ences in regional or national
growth rates.

Are Ghettos Good or Bad?
David M. Cutler and

Edward L. Glaeser

NBER Working Paper No. 5163

June 1995

JEL Nos. H70, 130, J70

Public Economics, Growth

Theory suggests that spatial sep-
aration of racial and ethnic groups
can have both positive and nega-
tive effects on the economic perfor-
mance of minorities. Racial segre-

. gation may be damaging because it
curtails informational connections
with the larger community, or be-
cause concentrations of poverty de-
ter human capital accumulation
and encourage crime. Alternatively,
racial segregation might ensure that
minorities have middle-class role
models, and thus it may promote
good outcomes. We examine the
effects of segregation on African—
Americans in terms of schooling,
employment, and single parent-
hood. We find that African-Ameri-
cans in more segregated areas do
significantly worse, particularly in
central cities. We control for the
endogeneity of location choice us-
ing instruments based on political
factors, topographical features of

cities, and residence before adult-
hood. Some, but never more than
40 percent of this effect, stems
from lack of role models and long
commuting times.

Historical Factors in
Long-Run Growth

Peopling the Pampa:

On the Impact of

Mass Migration to

the River Plate, 1870-1914
Alan M. Taylor

NBER Historical Paper No. 68

May 1995

JEL Nos. N16, N36, N56

The Argentine economy was
transformed in the late nineteenth
century by the mass migration of
millions of Europeans. Various
ideas have surfaced concerning the
likely impact of this labor inflow;
that it: favored the wheat revolu-
tion on the pampas, promoted ur-
banization and the rapid growth of
Buenos Aires, paved the way for
Argentine industrialization, and
caused slack in the labor markets,
thus lowering wages. This paper
analyzes the impact of migration
on the scale and structure of the
Argentine economy, and attempts
to resolve various competing hy-
potheses. I present a new social ac-
counting matrix for Argentina, and
use it to calibrate a CGE model.
Both tools show promise for fur-
ther exploration of growth and
structural change during and after
the Belle Epoque.

Irregular Production and
Time Out of Work in
American Manufacturing
Industry in 1870 and 1880:
Some Preliminary
Estimates

Jeremy Atack and

Fred Bateman

NBER Historical Paper No. 69

June 1995
JEL Nos. J64, N31, N61

This paper uses previously un-
tabulated data from the Censuses
of Manufacturing for 1870 and
1880 to investigate the extent to
which firms operated at less than
their full capacity year round in
those census years. Thus we pro-
vide some evidence of the extent
to which workers may have faced
temporary or permanent layoff. We
conclude that firms nationwide op-
erated for the equivalent of 254
days (out of perhaps 309 possible
working days) during the 1870
census year from the end of May
1869 to the beginning of June
1870, and for 261 days during the
1880 census year from the begin-
ning of June 1879 to the end of
May 1880. Workers put in slightly
more days of work in each of these
years in their customary industrial
employment, because larger firms
were more likely to operate for
more days per year. However,
there were significant regional and
industry differences. Although our
estimates are broadly consistent
with independent estimates and
are generally in accord with expec-
tations, they raise important ques-
tions about economic performance
in the late nineteenth century that
remain unanswered here.

Technical Papers

Dynamic Equilibrium
Economies: A Framework
for Comparing Models
and Data

Francis X. Diebold,

Lee E. Ohanian, and
Jeremy Berkowitz

NBER Technical Paper No. 174
February 1995

JEL Nos. C1, E1, E3

Economic Fluctuations
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We propose a constructive, mul-
tivariate framework for assessing
agreement between (generally mis-
specified) dynamic equilibrium
models and data. The framework
enables a complete second-order
comparison of the dynamic proper-
ties of models and data in both
graphical and numerical (“good-
ness-of-fit”) form. We propose
bootstrap algorithms to evaluate
the significance of deviations be-
tween models and data. We use
the goodness-of-fit criteria to pro-
duce estimators that optimize eco-
nomically relevant loss functions,
and again approximate finite-sam-
ple properties using bootstrap pro-
cedures. We provide a detailed il-
lustrative application to modeling
the U.S. cattle cycle.

Investment Under
Alternative Return
Assumptions: Comparing
Random Walks and
Mean Reversion
Gilbert E. Metcalf and
Kevin Hassett

NBER Technical Paper No. 175
March 1995

JEL Nos. C6, E2

Public Economics

Many recent theoretical papers
have come under attack for model-
ing prices as Geometric Brownian
Motion. This process can diverge
over time, implying that firms fac-
ing this price process can earn infi-
nite profits. We explore the signifi-
cance of this attack, and contrast
investment under Geometric
Brownian Motion with investment
assuming mean reversion. While
analytically more complex, mean
reversion in many cases is a more
plausible assumption, allowing for
supply responses to increasing pri-
ces. We show that cumulative in-
vestment is generally unaffected by
the use of a mean reversion pro-

cess rather than Geometric Browni-
an Motion, and provide an expla-
nation for this result.

A Comparison of
Alternative Instrumental
Variables Estimators

of a Dynamic Linear Model
Kenneth D. West and

David W. Wilcox

NBER Technical Paper No. 176

March 1995

JEL Nos. C13, C15, C32

Economic Fluctuations

Using a dynamic linear equation
that has a conditionally homoske-
dastic moving average disturbance,
we compare two parameterizations
of a commonly used instrumental
variables estimator [Hansen (1982)]
to one that is asymptotically opti-
mal in a class of estimators that in-
cludes the conventional one [Han-
sen (1985)]. We find that for some
plausible data generating process-
es, the optimal estimator is distinct-
ly more efficient asymptotically.
Simulations indicate that in sam-
ples of typical size, asymptotic the-
ory describes the distribution of the
parameter estimates reasonably
well, but that test statistics are
sometimes poorly sized.

Small Sample Properties
of GMM for Business
Cycle Analysis

Lawrence J. Christiano and
Wouter J. den Haan

NBER Technical Paper No. 177
March 1995

JEL Nos. C12, C15, E32

Economic Fluctuations

Using Monte Carlo methods, we
investigate the finite sample prop-
erties of GMM procedures for con-
ducting inference about statistics
that are of interest in the business
cycle literature. These statistics in-
clude the second moments of data
filtered using the first difference

and Hodrick-Prescott filters, and
they include statistics for evaluating
model fit. Our results indicate that,
for the procedures considered, the
existing asymptotic theory is not a
good guide in a sample the size of
quarterly postwar U.S. data.

Nonparametric Demand
Analysis with an
Application to the
Demand for Fish
Joshua D. Angrist,
Kathryn Graddy, and
Guido W. Imbens

NBER Technical Paper No. 178
April 1995

JEL Nos. C30, L66, Q11

Labor Studies

Instrumental variables (IV) esti-
mation of a demand equation us-
ing time-series data produces a
weighted average derivative of het-
erogeneous potential demand func-
tions. This result adapts recent
work on the causal interpretation
of two-stage least squares estimates
to the simultaneous equations con-
text, and generalizes earlier re-
search on average derivative esti-
mation to models with endogenous
regressors. We also show how to
compute the weights underlying IV
estimates of average derivatives in
a simultaneous equations model.
We illustrate these ideas using data
from the Fulton Fish Market in
New York City and estimating an
average elasticity of wholesale de-
mand for fresh fish. We graph and
interpret the weighting function
underlying IV estimates of the de-
mand equation. Our empirical ex-
ample illustrates the essentially lo-
cal and context-specific nature of
IV estimates of structural parame-
ters in simultaneous equations
models.
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